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1 Introduction
According to the World Health Organization (WHO) report in 27 February 2023[1], there are Over 5% of the world’s population – or 430 million people – require rehabilitation to address their disabling hearing loss (432 million adults and 34 million children). It is estimated that by 2050 over 700 million people – or 1 in every 10 people – will have disabling hearing loss.
'Deaf' people mostly have profound hearing loss, which implies very little or no hearing. They often use sign language for communication.
However, most of the normal people can’t understand sign language. To help with sign language translation, GitHub[2] has already developed a dedicated “sign-language-recognition-system” topic with 72 public repositories. 
This contribution introduces sign language translation scenario as a use case in Object Recognition in Image and Video.
2 Proposed scenario 
2.1 Scenario name
Sign language translation in real-time communication.
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The hearing-speech impaired people are unable to have a regular voice call with normal people, they can use sign language instead. The sign language can be transferred to audio or text in real-time and sent to the normal people. The normal people can still use voice as if he is talking to a normal person, the voice of the normal people can be transferred to sign language or text to display on the screen of the hearing-speech impaired people. This helps hearing-speech impaired people to easily communicate with normal people.
However, the sign language AI model usually has several millions of parameters [3], network AI inference may be involved. For privacy reasons, the hearing-speech impaired user might not want to transmit his/her sign language video stream to the IMS or the peer user. Therefore, the AI inference for sign language needs to be split between the UE and IMS.
The hearing-speech impaired person UE-A uses a phone to have a voice call with UE-B. UE-A opens his camera to capture his sign language video, AI inference is performed to translate his sign language to voice or text, the translated voice or text is sent to the UE-B. On the other side, UE-B can use his speaker to talk, the voice of the UE-B can be converted into sign language video stream or text and sent to hearing-speech impaired person UE-A. 

3 Proposal
We propose to add the above-described scenario to Clause 4.1 of the PD.

4 Reference
[1]  https://www.who.int/news-room/fact-sheets/detail/deafness-and-hearing-loss
[2]  https://github.com/topics/sign-language-recognition-system
[3]  https://www.scitepress.org/Papers/2023/116437/116437.pdf
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