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MINUTES

3   	VIDEO SWG 
3.1 Opening of the meeting and Approval of Agenda
3.1.1	Opening of the meeting 
Gilles Teniou (Tencent, SA4 Video SWG chair) opens the session on October 10, 2023 at 15:00 CEST. 

Mr. Thomas Stockhammer (Qualcomm) and Imed Bouazizi (Qualcomm) are assigned as scribe.

The minutes are shared online: 3GPP SA4 Video SWG Telco (October 10, 2023)

Details of the meeting can be found here: https://portal.3gpp.org/Home.aspx#/meeting?MtgId=60567
3.1.2	Registration of Documents
The following documents were registered:
	TDoc
	Title
	Source
	Agenda item

	S4aV230059
	[FS_AVATAR] UC5: Artificial Intelligence-Based Avatar
	China Mobile Com. Corporation
	3.9

	S4aV230060
	[FS_AVATAR] Update UC 4 to support avatar authorization
	China Mobile Com. Corporation
	3.9

	S4aV230061
	[MeCAR] pCR on latency metrics definition
	InterDigital Finland Oy
	3.4

	S4aV230062
	[AI4Media] Split inferencing scenario update
	InterDigital Finland Oy
	3.5

	S4aV230063
	[FS_AI4Media] Description for bit-incremental transmission scenario
	Nokia, Fraunhofer HHI
	3.5

	S4aV230065
	[FS_AI4Media] Scenario for sign language translation
	China Mobile Com. Corporation, HUAWEI
	3.5

	S4aV230067
	Proposed agenda for SA4 VIDEO SWG conf. call (October 10th, 2023)
	VIDEO SWG Chair (Tencent)
	3.1



3.1.3	Approval of Agenda
	S4aV230067
	Proposed agenda for SA4 VIDEO SWG conf. call (October 10th, 2023)
	VIDEO SWG Chair (Tencent)
	Gilles Teniou


E-mail Discussion: none
Presenter: Gilles Teniou
S4aV230067 is approved.
3.1.4 	IPR and Anti-trust Reminder
Available in:  S4-201473
3.2	Reports/Liaisons from other groups/meetings
3.2.1	Reports from previous meetings
none
3.2.2	Liaisons from other groups
none
3.4	MeCAR (Media Capabilities for Augmented Reality)
WID: SP-220242 New WID on ‘Media Capabilities for Augmented Reality’
	S4aV230061
	[MeCAR] pCR on latency metrics definition
	InterDigital Finland Oy
	Stephane Onno


Presenter: Stephane Onno
Discussion: 
· Liangping: Unit is in ms? What does this mean? It it integer or float? NTP has integer and fractional parts?
· Stephane: More definitions are needed
· Liangping; on T1, this is consistent to RTP Presentation Time. But in RTC there is a new definition in the upcoming meeting. Alignment on names.
· Stephane can check on this
· Srinivas: If we change the name, this needs to be adapted
· Gilles: suggest to align offline.
· Emmanuel: This is a TS contribution. It seems that this is pre-mature. Also dependency on device type. Also unclear why device type and metrics have dependency.
· Stephane: this is because of split-rendering
· Emmanuel: should not depend on device type, maybe for split rendering.
· Serhan: On OP1 - what is XR runtime clock? Is this assumed to be synced to server clock. Is it NTP Time?
· Stephane: Not yet defined, need to check more details
· Imed: Message sent from client to split rendering is defined in TS26.565. We should align with TS 26.565. There is also a confidence. Also in the split rendering case. What is the target display time. How does the server clock align?
· Stephane: On estimatedAtTime, this may be defined in TS 26.565. Just reference.
· Stephane: on displaytime, this is unclear
· Thomas: I disagree that there should be a dependency on split rendering. MeCAR only defines device metrics. If split rendering wants to define metrics, it goes to split rendering specification
· Stephane: remove split rendering metrics
· Gazi: What is scene manager and presentation manager look like?
· Stephane: need to check more details
· Gilles summarizes, mostly addressing the issues related to split rendering
Decision: 
· The comments need to be addressed. A revision is expected for a follow up
· For now it is noted.
S4aV230061 is noted.
3.5	FS_AI4Media (Feasibility Study on Artificial Intelligence (AI) and Machine Learning (ML) for Media)
WID: SP-220328 New SID on Artificial Intelligence (AI) and Machine Learning (ML) for Media
	S4aV230062
	[AI4Media] Split inferencing scenario update
	InterDigital Finland Oy
	Stephane Onno


Presenter: Stephane Onno
Discussion: 
· Serhan: How to interpret the provided image? All expect one show the same results.
· Stephane: Remember we discussed last time the difference between split and not split. Ground truth is the limit of the model detector.
· Imed: Very good, goes into the right direction. We had agreed on a test scenario for object detection. Why a new scenario? Not needed
· 
· Imed: On the used model, why not using state of the art models? We should verify that it works on the latest models. SSD is good, but more recent models are available?
· Stephane: Starting point, takes less time. License issues. But ok to the point. 
· Eric: We need to come to an agreement what we are using. SImilar issues in Samsung. Also license issues.
· Imed: Agree that we have continuous updates. But we need to really use some latest models. Also unclear what the licensing issue is
· Stephane: Want to evaluate more on video. We need content with appropriate license to check more details.
· Imed: Use PyTorch or ONNX? If PyTorch - can you share?
· Stephane: We can provide some code for ONNX. We have for PyTorch.
· Liangping: Model size is not that much different. In the spreadsheet you also have split points mentioned, but not fully defined. More details. Also what is the unit? Seconds, ms
· Imed: Scenarios should be model independent. We should also merge some of the evaluations.
· Gilles: Incomplete scenarios are not moved from PD to TR
· Imed: Scenarios should be backed with evaluation and model data
· Gilles summarizes
· Thomas: storage can be added here https://dash-large-files.akamaized.net/WAVE/3GPP/AIML/
· Imed: scripts can be submitted to 5G-MAG repository
Decision: 
· The document is noted. Expect a revision.
S4aV230062 is noted.
	S4aV230063
	[FS_AI4Media] Description for bit-incremental transmission scenario
	Nokia, Fraunhofer HHI
	Serhan Gül


Presenter: Serhan Gül
Discussion: 
· Imed: is this supported by an SA1 use case? Does this require anchors to be NNC encoded? Scenarios should be independent of technology
· Serhan: start with 2nd question. This is independent of NNC, you need to quantize the models and can do that without NNC. This is not derived from SA1 use case.
· Eric: also related to compression aspect. In 2.7 you have the original model accuracy and the compressed model accuracy. Do you want to test the difference between the compressed model accuracy and the update accuracy? These accuracies depend on the compression technique. 
· Serhan: the specific accuracies depend on the compression technology. The quantization techniques also have an impact on the accuracy. But this does not preclude the use of other technologies.
· Eric: do you compare to something that doesn’t require reconstruction? The start up delay needs to be taken into account, which include decoding and reconstruction latency.
· Serhan: we have startup latency in the evaluation
· Eric: maybe have 2 extra ones where there is no compression
· Stephane: You build your code on NNC code? Why did you change the layers?
· Serhan: we changed the model because the original model doesn’t match the test perfectly. The task is a binary image classifier. That’s why we changed the model top. It is not tied to NNC.
· Liangping: the model used VGG16 is outdated and the number of parameters is very large. The backbone used in recent models is ResNet. 
· Serhan: this is not the newest of models. There are better models. A newer model can be used, the implementation was easiest.
· Gazi: just to say that there has to be a balance between using the latest and availability on model zoos.
· Liangping: ResNet is available in PyTorch hub.
· Imed: this is not supported by SA1 so should be marked as low priority.
· Gilles: point taken. 
· Serhan: what needs to be updated exactly because we started evaluation.
· Gilles: I heard comments on the relevance of the model used for example. Add note that more recent models will be used. How would it work with another approach than NNC?
· Serhan: we can add more explanations.
Decision: 
· Noted. Revision expected.
S4aV230063 is noted.
	S4aV230065
	[FS_AI4Media] Scenario for sign language translation
	China Mobile Com. Corporation, HUAWEI
	Fei Gao


Presenter: Fei Gao
Discussion: 
· Imed: this evaluation scenario is not complete.
· FeiGao: we will add them in the revision
· Eric: which PD do you want to add this
· FeiGao: the PD of AI/ML for media
· Eric: we have 2. Do you want to add this to the evaluation scenarios?
· FeiGao: this contribution just proposes a scenario for a use case. 
· Gilles: so there will be a proposal for evaluation aspect?
· FeiGao: yes
· Gilles: I invite you to use the scenario template. Describe what you want to evaluate.
· FeiGao: the data structure for the transfer between UE and Network. Also efficiency. 
· Stephane: clause 4.4 in the PD is on NLP. Is this another use case for this? Are you proposing this for that section?
· FeiGao: This is a communication scenario. It is bidirectional, voice to sign-language is more complicated. So focus on sign language to speech/text. 
· Stephane: my question is simpler. Does it fall under NLP?
· Gilles: if the intent is to evaluate this scenario, it should sit in the PD focusing on the evaluation aspects. It has to follow the template.
· From the Chat:  
	S4-231508
	other
	[FS_AI4Media] Evaluation PD v0.2


Decision: 
· We need a revision mapping it to the scenario template
S4aV230065 is noted.
3.6	FS_ARMRQoE (Feasibility Study on AR and MR QoE Metrics)
WID: SP-220616 New SID on Feasibility Study on AR and MR QoE Metrics 
No documents
3.7    	FS_FGS (Feasibility Study on Film Grain Synthesis)
WID: SP-230539 New SID on Feasibility Study on Film Grain Synthesis
Not part of agenda.
3.8    	FS_HEVC_Profiles (Feasibility Study on new HEVC profiles and operating points)
WID: SP-230540 New SID on Feasibility Study on HEVC profiles and operating points 
Not part of agenda.
3.9  	FS_AVATAR (Feasibility Study on Avatars for Real-Time Communication)
WID: SP-230544 New SID on Feasibility Study on Avatars for Real-Time Communication

	S4aV230059
	[FS_AVATAR] UC5: Artificial Intelligence-Based Avatar
	China Mobile Com. Corporation
	Jiayi Xu


Presenter: Jiayi Xu
Discussion: 
· Serhan: you’re talking about an alter-ego. What kind of requirement would that bring in terms of media?
· Jiayi: the SA1 study mentions alter ego but talks about Avatars. 
· Imed: if it is an AI-driven character why is related to Avatar.
· Jiayi: it performs certain tasks based on the user requirements.
· Liangping: use case is interesting but not sure about the relevance. You could have a meeting where only AI-based characters participate!
· Jiayi: Avatar should also access user information to perform the task. That requires interaction with the user.
· Saba: General question on requirements. Do we list potential requirements that are only relevant to SA4 or for all 3GPP?
· Jiayi: similar question as you.
· Imed: confirm as Rapporteur that only ones relevant to SA4/media to be covered.
· Gilles: can we add a note that says that only Avatar related aspects will be considered. Also remove requirements not in scope of SA4.
Decision: 
· With the proposed edits, we agree the use case.
S4aV230059 is agreed.

	S4aV230060
	[FS_AVATAR] Update UC 4 to support avatar authorization
	China Mobile Com. Corporation
	Jiayi Xu


Presenter: Jiayi Xu
Discussion: 
· Not presented
Decision: 
· 
S4aV230060 is postponed due to lack of time.
3.10 	Others including TEI
No documents.
3.11 	Close of the session
3.12.1   Any other business
none
3.12.2	Review of the future work plan
Scheduled Calls:
· 3GPP SA4 Video SWG Telco (Oct  10th, 2023, 15:00 – 17:00 CEST, Host Qualcomm; submission deadline: Oct 9th 1630 CEST.)
· 3GPP SA4 Video SWG Telco (Oct 24th, 2023, 15:00 – 17:00 CEST, Host Qualcomm; submission deadline: Oct 23th 1630 CEST.)
· 3GPP SA4 Video SWG Telco (Nov 7th, 2023, 15:00 – 17:00 CET, Host Qualcomm; submission deadline: Nov 6th 1630 CET.)
Agenda Items:
· MeCAR (Media Capabilities for Augmented Reality)
· PD: S4-231453
· TP: S4-231499
· TS: S4-231560
· FS_AI4Media (Feasibility Study on Artificial Intelligence (AI) and Machine Learning (ML) for Media)
· PD: S4-231507, S4-231508
· TP: S4-231330
· FS_ARMRQoE (Feasibility Study on AR and MR QoE Metrics)
· TR: S4-231586
· TP: S4-231537
· FS_FGS (Feasibility Study on Film Grain synthesis)
· CR 26.955: S4-231463
· PD: S4-231585
· TP: S4-231588
· FS_HEVC_Profiles (Feasibility Study on new HEVC profiles and operating points)
· TR: S4-231550
· TP: S4-231549
· FS_AVATAR (Feasibility Study on Avatars for Real-Time Communication)
· TR: S4-231545
· TP: S4-231589
3.12.3	Report
The report will be made available here:
	S4aV230066
	VIDEO SWG telco report 10th October 2023
	VIDEO SWG Chair (Tencent)
	Gilles Teniou


3.12.4	Close of the session
Gilles thanked the participants. The meeting was closed at 17:01 CEST. 
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	Name
	Company

	Waqar Zia
	Apple

	Chunshan Xong
	CATT

	Jiayi Xu
	China Mobile

	Fei Gao
	China Mobile

	Brian Lee
	Dolby

	Frédéric Gabin
	Dolby

	Gerhard Tech
	Fraunhofer HHI

	Elfed Howells
	Huawei

	Zhao Sun
	Huawei

	Qi Pan
	Huawei

	Ahmed Hamza
	InterDigital

	Stéphane Onno
	InterDigital

	Srinivas Gudumasu
	InterDigital

	Alan Stein
	InterDigital

	Loïc Fontaine
	InterDigital

	Razvan Andrei Stoica
	Lenovo

	Woosuk Kwon
	LGE

	Yousef ?
	Meta

	Saba Ahsan
	Nokia

	Serhan Gül
	Nokia

	Justin Ridge
	Nokia

	Igor Curcio
	Nokia

	Gazi Illahi
	Nokia

	Stéphane Ragot
	Orange

	Bart Kroon 
	Philips

	Marek Szcerba 
	Philips

	Thomas Stockhammer 
	Qualcomm

	Imed Bouazizi 
	Qualcomm

	Muhammed Coban 
	Qualcomm

	Liangping Ma 
	Qualcomm

	Eric Yip
	Samsung

	Sungryeul Rhyu
	Samsung

	Hyunkoo Yang
	Samsung

	Gilles Teniou
	Tencent

	Emmanuel Thomas
	Xiaomi

	Mary-Luc Champel
	Xiaomi

	Quiting Li
	ZTE
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10th October 2023– 3:00-5:00pm CEST	




VIDEO SWG		Page: 1/9

		Page: 8/9
Annex A - The documents status 

	Tdoc number
	Title
	Source
	SWG Agenda Item
	Replaced by
	SWG Status
	SA4 A.I. for Tdocs presented at SA4 plenary*

	S4aV230059
	[FS_AVATAR] UC5: Artificial Intelligence-Based Avatar
	China Mobile Com. Corporation
	3.9
	
	agreed
	

	S4aV230060
	[FS_AVATAR] Update UC 4 to support avatar authorization
	China Mobile Com. Corporation
	3.9
	
	postponed
	

	S4aV230061
	[MeCAR] pCR on latency metrics definition
	InterDigital Finland Oy
	3.4
	
	noted
	

	S4aV230062
	[AI4Media] Split inferencing scenario update
	InterDigital Finland Oy
	3.5
	
	noted
	

	S4aV230063
	[FS_AI4Media] Description for bit-incremental transmission scenario 
	Nokia, Fraunhofer HHI
	3.5
	
	noted
	

	S4aV230064
	Proposed agenda for SA4 VIDEO SWG conf. call (October 10th, 2023)
	VIDEO SWG Chair (Tencent)
	3.1
	S4aV230067
	revised
	

	S4aV230065
	[FS_AI4Media] Scenario for sign language translation
	China Mobile Com. Corporation, HUAWEI
	3.5
	
	noted
	

	S4aV230066
	VIDEO SWG telco report 10th October 2023
	VIDEO SWG Chair (Tencent)
	3.2
	
	Next call
	

	S4aV230067
	Proposed agenda for SA4 VIDEO SWG conf. call (October 10th, 2023)
	VIDEO SWG Chair (Tencent)
	3.1
	
	approved
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