3GPP TSG-SA4 Meeting #115e
S4-211210
e-meeting, 18 - 27 August 2021
revision of S4-210890

Source:
Qualcomm Incorporated (Rapporteur)

Title:
FS_XRTraffic: Permanent document, v0.8.0
Agenda Item:
18.1
Revision history
	Version
	Date
	Meeting
	Subject/Comment

	0.0.1
	2020-05-12
	Telco#1
	Initial Skeleton

	0.1.0
	2020-05-18
	SA4#109e
	Input to SA4#109e

	0.2.0
	2020-05-28
	SA4#109e
	Agreements during SA4#109e

	0.3.0
	2020-08-26
	SA4#110e
	Agreements during SA4#110e

	0.3.1
	2020-11-09
	SA4#111e
	Input to SA4#111e

	0.4.0
	2020-11-20
	SA4#111e
	Agreements from SA4#111e

	0.4.1
	2020-11-24
	pSA4#112e
	Agreements from Call on November 24, 2020

	0.4.2
	2021-01-27
	pSA4#112e
	Agreements from Call on January 12, 2021

S4aV200575
[FS_XRTraffic] Permanent Document v0.9

Qualcomm CDMA Technologies

S4aV200617
FS_XRTraffic Parameters for XR Conversational

Sony Mobile Communications, Apple

S4aV200619
[FS_XRTraffic] Proposed Updated Modelling for AR Conversational

Qualcomm CDMA Technologies

S4aV200624
Minor Update on Traffic Model for Viewport Dependent 3DoF Streaming

HUAWEI Technologies Japan K.K.

S4aV200628
[FS_XRTraffic] Comment to S4aV200627
Sony Mobile Communications, Apple

S4aV200634
[FS_XRTraffic] Traces and Configurations for VR2, CG and AR2

Qualcomm CDMA Technologies, Mediatek

S4aV200640
[FS_XRTraffic] Summary of XR Traffic Models for RAN1 and Open Issues
Qualcomm Incorporated (Rapporteur), Apple, Sony Mobile Communications


	0.5.0
	2021-02-11
	SA4#112e
	Agreements from SA4#112e

· S4-210125 [FS_XRTraffic] Proposed Update to PD
· S4-210070 [FS_XRTraffic] Proposed Annex to TR26.925
· Merge of

· S4-210071 [FS_XRTraffic] Proposed Additional Traffic Models and 

· S4-210121 Proposed Content Delivery Models and Quality Evaluation for VR1d 
· S4-210122 Quality Measurement Consideration for VR1
· S4-210072 [FS_XRTraffic] Traffic Model Overview and Status
· S4-210073 [FS_XRTraffic] From Traces to Statisical Models
· S4-210074 [FS_XRTraffic] Proposed Quality Evaluation Framework

	0.6.0
	2021-04-14
	SA4#113e
	Agreements from SA4#113e
· S4-210416 Reply LS on New Standardized 5QIs for 5G-AIS (Advanced Interactive Services)

· S4-210612 [FS_XRTraffic] SA4 and RAN1 Collaboration Proposal

· S4-210469 [FS_XRTraffic] Updates to Quality Evaluation Framework

	0.7.0
	2021-05-26
	SA4#114e
	Agreements from SA4#114e

· S4-210716 Reply LS on New Standardized 5QIs for 5G-AIS (Advanced Interactive Services) from 3GPP RAN1
· S4-210860 LS/r on Cloud Gaming Efforts in 3GPP SA4 (response to 3GPP TSG SA4-LS43) from ITU-T Study Group 12

	0.8.0
	2021-08-27
	SA4#115e
	Agreements from SA4#115e

· S4-211057 LS response on New Standardized 5QIs for 5G-AIS (Advanced Interactive Services) from 3GPP RAN1.
· Updates and highlights on what updates are already ported to TR 26.926v0.3.0


Contents

1Revision history 

2Contents 

61
Introduction 

72
References 

73
3GPP Related Work 

73.1
General 

83.2
3GPP RAN Study Item (see RP-193241) 

83.2.1
Justification 

8Power Considerations for XR and Cloud Gaming 

9Capacity Considerations for XR and Cloud Gaming 

9Mobility Considerations for XR and Cloud Gaming 

9Coverage Considerations for XR and Cloud Gaming 

93.2.2
Objective 

103.2.3
Timeline 

103.2.3
Status during SA4#111-e 

101
Introduction 

102
Status Summary in RAN1 with SA4 Highlights 

143
Agreements during SA4#111-e 

143.3
QoS Parameters 

154
Standardization Efforts Outside 3GPP 

154.1
Introduction 

154.2
MPEG 

154.3
Khronos/OpenXR 

155
Relevant Technologies and Existing Services 

155.1
Introduction 

155.2
Online Games 

155.3
Cloud and Edge Encoder Architectures 

155.4
W3C 

156
System Design Assumptions 

156.1
Introduction 

156.2
System Design for Split Rendering 

156.2.1
Overview 

176.2.2
Considered Content Formats 

176.2.3
Considered System Parameters 

186.2.4
Proposed Assumptions and Simulation Parameters 

206.2.5
Quality aspects 

216.2.6
Additional Assumptions and Background on XR/Cloud Gaming Traffic model 

236.3
System Design for Viewport Dependent 3DoF Streaming 

236.3.1
Overview 

256.3.2
Considered Content Formats 

256.3.3
Considered System Parameters 

266.3.4
 Proposed Assumptions and Simulation Parameters 

276.4
Assumptions for Viewport Dependent 6DoF Streaming 

276.4.1
Background 

276.4.2
Feedback based on Paper 

276.5
Assumptions for AR1: “XR Distributed Computing” and AR2: “XR Conversational” 

276.5.1
General 

286.5.2
Suggestions 

316.5.3
Proposed Use Case and System Design 

336.6
System Design for Cloud Gaming 

336.6.1
Overview 

346.6.2 
Considered Content Formats 

366.6.3
Considered System Parameters 

376.6.4
Proposed Assumptions and Simulation Parameters 

386.6.5
Quality aspects 

387
End-to-End Simulation Systems 

387.1
Introduction 

387.2
Simulation System for Split Rendering 

387.2.1
Overview 

397.2.2
Proposed Model Considerations 

447.2.3
Content Delivery Emulation and Simulation 

497.2.4
RAN Simulation 

497.2.5
Quality Evaluation 

527.2.7
Simulation Parameters and Options 

53The above results in 96 combinations for each sequence, a subset may be selected. 

537.2.6
Software Package 

53XR-Traffic-Model 

53installation 

53V-trace to S-trace model encoder 

54V-trace format 

54Example usage 

54Configuration / CLI arguments 

54width / height 

54Slices 

54Error resilience modes 

55Rate control mode 

55Misc options 

557.2.7
Video Decoding and Reconstruction 

597.2.8
Quality Evaluation per User 

607.3 Simulation System for Viewport Dependent 3DoF Streaming 

607.3.1
 Overview 

617.4
Simulation System for Cloud Gaming 

617.4.1
Overview 

627.4.2
Proposed Model Considerations 

627.4.3
Proposed Sequences 

647.5
Simulation System for XR Conversational 

647.5.1
Suggestion of parameters for XR conversational traffic simulation for the permanent document and TR 

647.5.2
Proposed Assumptions and Simulation Parameters 

668
Traces and Configurations for VR2, CG and AR2 

668.1
Introduction 

668.2
Basics 

678.3
Software Functions and APIs 

678.3.1 Overview 

678.3.2
Functions 

688.3.3
Traces and Trace Formats 

718.3.4
Configuration 

718.3.4.2 V-Traces 

728.3.4.2 Content Encoding Model Configuration 

758.3.4.3 Packet Generation 

778.3.4.4 Information for RAN Simulation 

788.3.4.5 Receiver Delivery Configuration 

798.3.4.6 Video Decoding Model 

808.3.4.7 Quality Model 

828.3.5
Usage of Software Modules 

828.3.5.1
General 

828.3.5.2
SA4 Perspective 

838.3.5.3
RAN Perspective 

83-
Recommended Configurations 

838.4.1
Introduction 

838.4.2
VR2: XR Split Rendering 

838.4.2.1 Summary Recommended Configurations 

848.4.2.2 Content Encoding Model Configuration 

868.4.2.3 Packet Generation 

868.4.2.4 Latency Idea 

878.4.2.5 Information for RAN Simulation 

888.4.3
CG - Cloud Gaming 

888.4.3.1 Summary Recommended Configurations 

898.4.3.2 Content Encoding Model Configuration 

918.4.3.3 Packet Generation 

918.4.3.4 RAN Configuration 

928.4.4
AR2d: AR Conversational Downlink 

928.4.4.1 Summary Recommended Configurations 

948.4.4.2 Content Encoding Model Configuration 

958.4.4.3 Packet Generation 

958.4.4.4 Information for RAN Simulation 

968.4.5
AR2u: AR Conversational Uplink 

968.4.5.1 Summary Recommended Configurations 

979
Summary of XR Traffic Models for RAN1 and Open Issues after SA4#112-e 

979.1
Basic Overview 

999.2
VR2: “Split Rendering: Viewport rendering with Time Warp in device” 

999.2.1 Overview 

1019.2.2
Initial VR2-1 Plots and Insights 

1039.2.3
VR2-5 Plots 

1059.2.5
Initial VR2-7 Plots and Insights 

1069.2.6
Additional Plots 

1069.3
CG: Cloud Gaming 

1089.4
AR2: “XR Conversational” 

1089.4.1
Overview 

1099.4.2
Simulation Downlink 

1109.4.3
Simulation Uplink 

1129.4.4
Simulation Framework 

1129.5
VR1: “Viewport dependent streaming” 

1129.5.1
Proposed Model Consideration 

1139.5.2
Simulation Parameters and Options 

1139.5.3
Output traffic characteristics 

1149.5.4
Additional Discussion 

1159.5.5
System Design and Simulation Model 

1179.5.6
Open Issues 

1179.6
AR1: “XR Distributed Computing” 

11710
Statistical Models 

11710.1
Introduction 

11810.2
What are traces? 

11810.3
Traces vs. Statistical Models 

11910.4
From Traces to Statistical Models 

12010.5
Agreements during SA4#112e 

12011
Draft CR for a new Annex/TR 

120e-meeting, 1 - 10 February 2021 

1212
References 

122B.1
Introduction 

122B.2
5G System and RAN Model and Simulation 

122B.3
Media Coding and Application Modelling and Simulation 

122B.4
Content Delivery Modelling and Simulation 

122B.5
Quality Metrics and Computation 

122B.6
XR Split Rendering 

122B.6.1
Introduction 

122B.6.2
Reference System Design 

122B.6.3
Simulation System 

122B.6.4
Recommended Configurations 

122B.6.5
Traces and Statistical Models 

122B.6.6
Test Channel Results 

122B.7
Cloud Gaming 

122B.7.1
Introduction 

122B.7.2
Reference System Design 

122B.7.3
Simulation System 

123B.7.4
Recommended Configurations 

123B.7.5
Traces and Statistical Models 

123B.7.6
Test Channel Results 

123B.8
AR Conversational 

123B.9
Viewport Dependent VR Streaming 

123B.10
XR Distributed Computing 



1
Introduction

During SA4#107 the New Study Item on “Feasibility Study on Extensions to Typical Traffic Characteristics” in S4-200334 was agreed and afterwards approved in by SA plenary #87 in SP-200054.

The objective of the study is as follows:

· Collect and document traffic characteristics including for different services, but not limited to

· Downlink data rate ranges 

· Uplink data rate ranges 

· Maximum packet delay budget in uplink and downlink 

· Maximum Packet Error Rate, 

· Maximum Round Trip Time

· Traffic Characteristics on IP level in uplink and downlink in terms of packet sizes, and temporal characteristics. XR Services and Cloud Gaming based on the initial information documented in TR26.928 including. 

· Collect additional information, such as codecs and protocols in use.

· Provide the information from above at least for the following services (initial services) 

· Viewport independent 6DoF Streaming

· Viewport dependent 6DoF Streaming 

· Simple Single Buffer split rendering for online cloud gaming

· Cloud gaming

· MTSI-based XR conversational services

· Identify additional relevant XR and other media services and document their traffic characteristics

· Document additional developments in the industry that impact traffic characteristics in future networks

· Identify the applicability of existing 5QIs/PQIs for such services and potentially identify requirements for new 5QIs/PQIs or QoS related parameters.

· Communicate with other 3GPP groups and external organizations on relevant aspects related to the study. 
A CR to TR 26.925 is developed. 

This document collects additional agreed information that either needs more refinement or input before added to the Technical Report or document the status of issues that are of no immediate relevance for the TR26.925.
2
References
[1] 3GPP TR 26.925, " Typical traffic characteristics of media services on 3GPP networks"

[2] 3GPP TR 38.838, " "Study on Extended Reality (XR) evaluations for NR"
3
3GPP Related Work
3.1
General

In an initial version of TR26.925, Typical Traffic Characteristics for Operator and Third-Party Services have been collected. The work was initiated based on communication between SA4 and SA1. During the course of the work, additional requests from SA1 were received that have been partially addressed in the initial version of TR26.925.

3GPP TSG SA WG4 (Codec) addressed their mandate on "Guidance to other 3GPP groups concerning required QoS parameters and other system implications, including channel coding requirements, imposed by different multimedia codecs in both circuit-switched and packet-switched environments."
Furthermore, during the study for eXtended Reality (XR) over 5G (FS_5GXR) documented in TR26.928, several initial considerations for XR services including cloud gaming had been collected. Specifically, parameters such as downlink and uplink bitrates, packet delay budgets, error rates and round-trip times are collected, but several of those for different cases are kept FFS and need more work. 

In particular, eXtended Reality (XR) and Cloud Gaming are some of the most important 5G media applications under consideration in the industry. XR is an umbrella term for different types of realities and refers to all real-and-virtual combined environments and human-machine interactions generated by computer technology and wearables. It includes representative forms such as Augmented Reality (AR), Mixed Reality (MR) and Virtual Reality (VR) and the areas interpolated among them.

There are several ongoing XR and Cloud Gaming activities in 3GPP at various SA working groups:
· SA1: XR (and Cloud Gaming) use cases are outlined in the SA1 study item on Network Controlled Interactive Services: NCIS (TR 22.842)

· SA2: work item on 5G System Enhancement for Advanced Interactive Services (SP-190564) proposes to introduce new 5QIs to identify the requirements on traffic from SA1 NCIS

· SA4: XR use cases are discussed in detail in the SA4 study item Extended Reality (XR) in 5G (TR 26.928)

· SA6: Edge Computing is a network architecture to enable XR and Cloud Gaming and is under study in the SA6 Study on application architecture for enabling Edge Applications (TR 23.758)

· RAN1: Study on XR Evaluations for NR (no TR assigned yet)
3.2
3GPP RAN Study Item (see RP-193241)
3.2.1
Justification

eXtended Reality (XR) and Cloud Gaming are some of the most important 5G media applications under consideration in the industry. XR is an umbrella term for different types of realities and refers to all real-and-virtual combined environments and human-machine interactions generated by computer technology and wearables. It includes representative forms such as Augmented Reality (AR), Mixed Reality (MR) and Virtual Reality (VR) and the areas interpolated among them.

One specific aspect to be considered is the role of Edge Computing as a network architecture to enable XR and Cloud Gaming. Edge Computing is a concept that enables cloud computing capabilities and service environments to be deployed close to the cellular network. It promises several benefits such as lower latency, higher bandwidth, reduced backhaul traffic and prospects for several new services as indicated in the SA6 Study on application architecture for enabling Edge Applications (TR 23.758). Edge Applications are expected to take advantage of the low latencies enabled by 5G and the Edge network architecture to reduce the end-to-end Application level latencies. Edge Computing is a valuable enabler which should be considered to help 5G systems achieve the required performance to enable XR and Cloud Gaming. 

5G NR is designed to support applications demanding high throughput and low latency in line with the requirements posed by the support of XR and Edge Computing applications in NR networks. XR and Edge Computing are services enabled by Rel-15 NR networks.

There are several ongoing XR and Cloud Gaming activities in 3GPP at various SA working groups:
· SA1: XR (and Cloud Gaming) use cases are outlined in the SA1 study item on Network Controlled Interactive Services: NCIS (TR 22.842)

· SA2: work item on 5G System Enhancement for Advanced Interactive Services (SP-190564) proposes to introduce new 5QIs to identify the requirements on traffic from SA1 NCIS

· SA4: XR use cases are discussed in detail in the SA4 study item Extended Reality (XR) in 5G (TR 26.928)

· SA6: Edge Computing is a network architecture to enable XR and Cloud Gaming and is under study in the SA6 Study on application architecture for enabling Edge Applications (TR 23.758)

Power Considerations for XR and Cloud Gaming

In addition to Smartphone based XR, XR experience is increasingly expected to be delivered via Head Mounted Displays (HMDs). The power considerations for HMDs are different from those of Smartphones. In particular, the power dissipation of AR glasses can be significantly lower than that of a smartphone, if the AR glass form factor is similar to that of prescription glasses and is expected to be worn for long durations. The AR glasses can have an embedded 5G modem providing 5G connectivity, or the AR glasses can be tethered (USB, Bluetooth, or WiFi) to a Smartphone for 5G connectivity. In both cases, the 5G connection must carry AR application traffic, and the UE power consumption from that traffic has a significant bearing on the viability of such AR glasses products. 

Further, the AR computation can be split between the AR glasses and Edge servers as discussed before. The computation split can reduce the overall power consumption on the device if the resulting traffic from the computation split does not increase the UE power consumption significantly.   

In the case of Cloud Gaming, the device is expected to be a Smartphone or Tablet. The power consumption and battery life of the device for a long duration Cloud Gaming experience is an important aspect to consider. 

As such, power consumption is an important factor for XR and Cloud Gaming.

Capacity Considerations for XR and Cloud Gaming

On XR and Cloud Gaming traffic with high throughput, low latency and high reliability requirements, it is important to consider the capacity of these services over Rel-15 and Rel-16 based 5G networks. One way to represent the capacity of the XR and Cloud Gaming services is via the number of users who can simultaneously consume the service under given traffic requirements and for a given deployment scenario (e.g., Urban Macro, Indoor Hotspot) with some density of 5G cells. If the traffic requirements of the XR and Cloud Gaming service are flexible (e.g., the underlying architecture allows adaptation of content), then the capacity of the service can be studied by assessing the delay, throughput and reliability variations with increasing number of users in the system.

In either case, when the latency is low and the reliability requirements are high, two effects come into play:

a. The burst throughput of the traffic measured over a time range that corresponds to the latency requirement, and extracted at the percentile represented by the reliability requirement, can be significantly higher than the average throughput requirement. For example, the average throughput requirement of an XR traffic can be 100Mbps, but its burst throughput requirement over short measurement windows can be 300Mbps while also requiring high reliability.

b. The short-term throughput experienced by a UE measured a time range that corresponds to the latency requirement, and extracted at the percentile represented by the reliability requirement, can be significantly lower than the average throughput experienced by that UE.

These effects can significantly impact the capacity of XR services over a 5G network. Therefore, it is important to study capacity aspects for XR and cloud gaming, including key performance indicators (KPIs) that represent XR and Cloud Gaming services over 5G.   

As such, capacity is an important factor for XR and Cloud Gaming.

Mobility Considerations for XR and Cloud Gaming

As XR and Cloud Gaming see consumer adoption, the services are expected to be consumed by users on the move. Minimizing user experience degradation through mobility events is a key consideration in enabling mass adoption of such services.

As such, mobility an important factor for XR and Cloud Gaming.

Coverage Considerations for XR and Cloud Gaming

Some XR and Cloud Gaming applications can require high-throughput and low-latency on the uplink. The performance of 5G on the uplink at the cell edge can be much different compared to performance at the cell-centre. The power limitations on the XR device can make this issue even more acute.

As such, coverage, particularly that of uplink, is an important factor for XR and Cloud Gaming.

3.2.2
Objective

The following applications are to be considered as starting points for this study: 

· VR1: “Viewport dependent streaming”

· VR2: “Split Rendering: Viewport rendering with Time Warp in device”

· AR1: “XR Distributed Computing”

· AR2: “XR Conversational”

· CG: Cloud Gaming

Note: Use cases in quotes are from TR26.928.

The following traffic parameters for the different applications are to be considered as starting point for the study:

Traffic characteristics:

· UL and DL File Size distribution (e.g., Pareto with given parameters)

· UL and DL File arrival time distribution (e.g., Periodic every 1/60 seconds)

Traffic requirements: 

· Round-trip-time or UL and DL one-way Packet delay budget (PDB)

· UL and DL Packet error rate (PER)

The objective of this study item are as follows:

1. Confirm XR and Cloud Gaming applications of interest

2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.

3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios

4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 

Note 1: eURLLC SI/WI work relevant to XR should be taken into consideration.

Note 2: Traffic model for the performance evaluation shall be based on the standardization in SA WG4 

3.2.3
Timeline

· Started during RAN1#103-e in November 2020
· Next Meeting in Jan 2021.
3.2.3
Status during SA4#111-e
1 Introduction

RAN1 has started work on their XR Work item. The revised formal SID is “RP-201145 Revised SI on XR Evaluations for NR”. RAN1 met last week in RAN1#103 and has progressed the work on XR Evaluations for NR.

Below is the formal 3GPP agreements from RAN1#103-e. This information is extracted from document R1-2009812, "FL Summary of RAN1 103-e agreements and email discussions on Rel-17 SI on XR evaluations for NR".

2 Status Summary in RAN1 with SA4 Highlights
Agreement 1. XR applications
RAN1 confirms that diverse applications of VR1/2, AR1/2, (XR conference FFS), CG are of interest for study. Potential prioritization/down selection of these applications for evaluation is to be discussed after detailed traffic models and relevant evaluation assumptions are stable.
· FFS: other applications, e.g., XR conferencing
 
Agreement 2. Traffic model
Traffic model for DL and UL should reflect various aspects, e.g., various bit rates, variable frame/packet (definition of frame/packet to be clarified with traffic model as necessary) size, and periodicity (how to model jitter is FFS).  RAN1 will strive to conclude on detailed traffic models in the next RAN1 meeting (104-e) where SA4 outcome on traffic model is expected to be available.
· Statistical model is preferred.
· It is preferred traffic model for both UL and DL have a certain degree of variability so thatand the total number of traffic models can be reduced. 
· Note: Taking into account the fact that the decision on traffic models may hold many other crucial decisions, discussion on traffic model in the next RAN1 meeting is prioritized from the beginning.  
 
Agreement 3: Adopt the following deployment for XR/CG evaluations
· Indoor hotspot: FR1 and FR2
· Detailed definition of Indoor hotspot refers to TR 38.913.
· Channel model: InH. Detailed definition of InH refers to TR 38.901.
· Dense urban: FR1 and FR2
· Detailed deployment refers to TR 38.913, where single layer with Marco layer is assumed.
· Channel model: UMi. Detailed definition of UMi refers to TR 38.901.
FFS: Whether to prioritize FR1 for evaluation.
Note 1: When selecting the deployment and evaluation assumptions for XR/CG evaluations, it is up to company to evaluate FR1 or FR2 or both for the frequency range.
Note 2: It does not mean that all applications are evaluated for all the deployment scenarios.
 
Agreement 4: Urban Macro can be optionally reported for XR/CG evaluations only for FR1.
· FFS: whether Uma is optional or not
· Following parameters can be assumed.
	Parameter
	Proposed value

	
	Urban Macro (FR1)

	Layout
	21cells with wraparound
ISD = 500 m

	BS Tx power
	FR1: 49 dBm/20 MHz


 
 
Agreement 5: It is to be further discussed how to prioritize the combinations of deployment scenarios and applications after traffic models for each application are stable.
 
Agreement 6: System capacity is defined as the maximum number of users per cell with at least X % of UEs being satisfied.
· X=90 (baseline) or 95 (optional)
· Other values of X can also be evaluated optionally
Note: The exact ‘satisfied’ requirements will be discussed separately
FFS: how to calculate the percentage of satisfied users across multiple drops of simulations
 
Agreement 7: Adopt the simulation assumptions in table 1 as below
 
Table 1: Simulation assumptions for XR evaluation (Part 1) (updated)
	Parameter
	Proposed value

	
	Indoor hotspot FR1/FR2
	Dense urban FR1/FR2

	Layout
	120m x 50m
ISD: 20m
TRP numbers: 12
	21cells with wraparound
ISD: 200m

	Carrier frequency
	FR1: 4 GHz
FR2: 30 GHz

	Subcarrier spacing
	FR1: 30 kHz
FR2: 120 kHz

	BS height
	3m
	25m

	UE height
	hUT=1.5 m

	BS noise figure
	FR1: 5 dB
FR2: 7 dB

	UE noise figure
	FR1: 9 dB
FR2: 13 dB

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic
FFS:Ideal(optional)

	UE speed
	3 km/h

	MCS
	Up to 256QAM

	BS antenna pattern
	Ceiling-mount antenna radiation pattern, 5 dBi
	3-sector antenna radiation pattern, 8 dBi

	UE antenna pattern
	FR1: Omni-directional, 0 dBi,
FR2: UE antenna radiation pattern model 1, 5dBi


 
 
Agreement 8: Adopt the following UE distribution for XR/CG evaluation for outdoor scenario
· For outdoor scenario:
· FR1: 80% indoor, 20% outdoor
· FR2: 100% outdoor
Other UE distribution can be evaluated optionally.
 
Agreement 9: Adopt the following TDD configuration for XR/CG evaluation
· FR1:
· Option 1: DDDSU
· Option 2: DDDUU
· FR2:
· Option 1: DDDSU
FFS detailed S slot format
Note: Other TDD configuration or FDD can be optionally evaluated.
 
Agreement 10:  Adopt the following BS antenna parameters for indoor scenario for XR/CG evaluation
· FR1:
· 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (4,4,2,1,1;4,4)
· (dH, dV) = (0.5, 0.5)λ
· FR2:
· Option 2: 2 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (16, 8, 2,1,1;1,1)
· (dH, dV) = (0.5, 0.5)λ
Other BS antenna parameters can be optionally evaluated
 
Agreement 11:  For XR/CG evaluation, adopt the following assumptions for downtilt 
·         For XR/CG evaluation, adopt the following assumptions for downtilt
· Dense Urban
· FFS: 6 or 12 degree
· Other downtilt can be optionally evaluated.
· Indoor hotspot
· 90° (pointing to the ground)
Other downtilt can be optionally evaluated
 
 
Agreement 12:  Adopt the simulation assumptions in table 3 as below
 
Table 3: Simulation assumptions for XR evaluation (Part 3)
	Power control parameter
	Companies should report

	Transmission scheme
	Companies should report, such as Type I/II codebook, rank assumption

	Scheduler
	SU/MU-MIMO PF scheduler (company to report SU or MU),
other scheduler (e.g., delay aware scheduler) is up to companies report

	CSI acquisition
	Realistic
Both CSI feedback and SRS are considered
Companies should report 
•          CSI feedback delay, CSI report periodicity, whether using CSI quantization, CSI error model or not,
•          Assumptions on SRS: periodicity, processing gain, processing delay, etc
•          and etc.

	PHY processing delay
	Baseline: UE PDSCH processing Capability #1
Optional: UE PDSCH processing Capability #2
 
Companies should report gNB processing delay, e.g. DL NACK to retransmission delay, UL previous transmission to current transmission delay and etc.

	PDCCH overhead
	Companies should report

	DMRS overhead
	Companies should report

	Target BLER
	Companies should report

	Max HARQ transmission
	Companies should report


 
 
Agreement 13: The following aspects are to be discussed after traffic model is stable.
· For the system capacity definition, how to determine whether a UE is satisfied or not is to be deferred until the exact traffic model along with how to measure E2E user experience is available.  Additional metrics to be collected will be further discussed after traffic model is stable.
· Various options for traffic arrival offset among UEs per cell were proposed by companies, e.g., even offset, random offset, no offset. It will be discussed after traffic model is determined.
 
Agreement 14: System bandwidth for XR/CG evaluations are as follows.
· For FR1,
· Baseline: 100 MHz
· Optional: 20/40 MHz (FFS: 200 MHz)
· FFS FR2
 
Agreement 15: For outdoor scenarios, the baseline BS antenna parameters are as follows.
· FFS FR1, 
· Option 1: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)
· Option 2: 32 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,2,2,1,1,8,2)
· Option 3: 32TxRUs (M, N, P, Mg, Ng; Mp, Np) = (4,4,2,1,1,4,4)
(dH, dV) = (0.5λ, 0.85λ)
· FR2:
· 2 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (4,8,2,2,2;1,1)
(dH, dV) = (0.5λ, 0.5λ)
Other configurations can be optionally evaluated.
 
Agreement 16: UE antenna parameters for XR/CG evaluations are as follows
· FR1:
· Baseline: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ
· Optional: 4T/4R, 1T/2R, 2T2R
· FFS FR2: down-selection between the next two options. Please indicate if you have preference.
· Option 1 (Follow Rel-17 evaluation methodology for FeMIMO in R1-2007151)
· (M, N, P)=(1, 4, 2), 3 panels (left, right, top)
· (Mp, Np) is up to company. Need to be reported with simulation result.
· Option 2 (from TR 38.802 – developed in Rel-14)
· 4Tx/4Rx: (M, N, P, Mg, Ng; Mp, Np) = (2,4,2,1,2;1,2), (dH,dV) = (0.5, 0.5)λ, the polarization angles are 0° and 90°
 
Agreement 17: BS Tx power for XR/CG evaluations are as follows
· For Indoor hotspot:
· FR1:
· 24 dBm per 20 MHz
· FR2:
· 23 dBm per 80 MHz. EIRP should not exceed 58 dBm
· For Dense urban:
· FR1:
· 44 dBm per 20 MHz
· FR2:
· 40 dBm per 80 MHz. EIRP should not exceed 73 dBm
For system BW larger than above, Tx power scales up accordingly.
 
Agreement 18: UE max Tx power for XR/CG evaluations are as follows 
· FR1: 23 dBm
· FR2: 23 dBm, maximum EIRP 43 dBm
 
Agreement 19. Baseline power evaluation methodology
If UE power consumption is agreed as a KPI for evaluation of XR performance over NR,TR38.840 is the baseline methodology potentially with some modifications if necessary.  RAN1 aim to minimize modeling effort. For example, the following aspects can be considered for further discussion but not limited to.
·        FFS whether/how to model UE power consumption for UE tx power other than 0dBm and 23dBm,
·        FFS whether/how to model UE power consumption for UL slots that are not defined in TR38.840
·        FFS whether/how to model UE power consumption for ‘S’ slot
·        FFS whether/how to model UE power consumption for 400MHz in FR2 including scaling rule for FR2 BWP adaption.
·        FFS whether/how to model UE consumption for the corresponding number of Tx antennas
·        FFS whether/how to model the UE power consumption for UE tx power under FR2
 
Agreement 20.
· RAN1 continues to discuss evaluation methodologies for UE power consumption and system capacity.
· RAN1 is to discuss whether/how to study/evaluate mobility and coverage at a later stage, e.g., starting from Q1 2021.
3 Agreements during SA4#111-e

It is agreed to 
1) Prioritize the work that is needed by RAN1

2) Schedule calls for XR Traffic according to S4-201633
3) Provide information to the next RAN1#104-e meeting starting January 25 early enough

4) Informally invite RAN1 delegates to upcoming telcos
3.3
QoS Parameters
4
Standardization Efforts Outside 3GPP 

4.1
Introduction

This clause provides a brief overview on ongoing standardization, pre-standardization and industry for XR related activities in the context of this work. The information is expected to be updated regularly with new information being received.
4.2
MPEG
Tbd.
4.3
Khronos/OpenXR
Tbd.
5
Relevant Technologies and Existing Services
5.1
Introduction

This clause collects a set of technologies that relevant for XR Traffic Modeling and Services
5.2
Online Games

Tbd.
5.3
Cloud and Edge Encoder Architectures

Tbd.
5.4
W3C
tbd
6
System Design Assumptions
6.1
Introduction

This clause system design assumptions for XR Traffic modeling.
6.2
System Design for Split Rendering

6.2.1
Overview

The system design for split rendering follows the discussion and requirements from TR26.928, clause 6.2.5. The architecture us shown in Figure 1.



[image: image1]
Raster-based split rendering refers to the case where the XR Server runs an XR engine to generate the XR Scene based on information coming from an XR device. The XR Server rasterizes the XR viewport and does XR pre-rendering. 

According to Figure Figure 1, the viewport is pre-dominantly rendered in the XR server, but the device is able to do latest pose correction, for example by asynchronuous time-warping (see clause 4.1 of TR26.928) or other XR pose correction to address changes in the pose. 

-
XR graphics workload is split into rendering workload on a powerful XR server (in the cloud or the edge) and pose correction (such as ATW) on the XR device

-
Low motion-to-photon latency is preserved via on device Asynchronous Time Warping (ATW) or other pose correction methods.

The following call flow highlights the key steps:

1)
An XR Device connects to the network and joins XR application

a)
Sends static device information and capabilities (supported decoders, viewport)

2)
Based on this information, the XR server sets up encoders and formats

3)
Loop

a)
XR Device collects XR pose (or a predicted XR pose) 

b)
XR Pose is sent to XR Server

c)
The XR Server uses the pose to pre-render the XR viewport

d)
XR Viewport is encoded with 2D media encoders

e)
The compressed media is sent to XR device along with XR pose that it was rendered for

f)
The XR device decompresses video 

g)
The XR device uses the XR pose provided with the video frame and the actual XR pose for an improved prediction using and to correct the local pose, e.g. using ATW. 

According to TR 26.928, clause 4.2.2, the relevant processing and delay components are summarized as follows:

· User interaction delay is defined as the time duration between the moment at which a user action is initiated and the time such an action is taken into account by the content creation engine. In the context of gaming, this is the time between the moment the user interacts with the game and the moment at which the game engine processes such a player response.

· Age of content is defined as the time duration between the moment a content is created and the time it is presented to the user. In the context of gaming, this is the time between the creation of a video frame by the game engine and the time at which the frame is finally presented to the player.

The roundtrip interaction delay is therefore the sum of the Age of Content and the User Interaction Delay. If part of the rendering is done on an XR server and the service produces a frame buffer as rendering result of the state of the content, then for raster-based split rendering (as defined in clause 6.2.5) in cloud gaming applications, the following processes contribute to such a delay:

· User Interaction Delay (Pose and other interactions)

· capture of user interaction in game client,

· delivery of user interaction to the game engine, i.e. to the server (aka network delay),

· processing of user interaction by the game engine/server,

· Age of Content

· creation of one or several video buffers (e.g. one for each eye) by the game engine/server,

· encoding of the video buffers into a video stream frame,

· delivery of the video frame to the game client (a.k.a. network delay),

· decoding of the video frame by the game client,

· presentation of the video frame to the user (a.k.a. framerate delay).

As ATW is applied the motion-to-photon latency requirements (of at most 20 ms) are met by XR device internal processing. What determines the network requirements for split rendering is time of pose-to-render-to-photon and the roundtrip interaction delay. According to clause TR 26.928, clause 4.5, the permitted downlink latency is typically 50-60ms. 

6.2.2
Considered Content Formats

Rasterized 3D scenes available in frame buffers (see clause 4.4 or TR 26.928) are provided by the XR engine and need to be encoded, distributed and decoded. According to TR 26.928, clause 4.2.1, relevant formats for frame buffers are 2k by 2k per eye, potentially even higher. Frame rates are expected to be at least 60fps, potentially higher up to 90 fps. The formats of frame buffers are regular texture video signals that are then directly rendered. As the processing is graphics centric, formats beyond commonly used 4:2:0 signals and YUV signals may be considered.

In practical considerations, the NVIDIA Encoding functions may be used. The parameters of such an encoder are documented here https://developer.nvidia.com/nvidia-video-codec-sdk.

6.2.3
Considered System Parameters

Based on the discussion on clause 2 and 3, several parameters are relevant for the overall system design.

· Game: 

· Type of game

· state of game, 

· multi-user actions, etc.

· User Interaction: 

· 6DOF pose based on head and body movement, 

· Game interactions by controllers

· Formats of rasterized video signal. Typical parameters are:

· 1.5K x 1.5K per eye at 60, 90, 120fps 

· 2K x 2K at 60, 90, 120fps

· YUV 4:2:0 or 4:4:4

· Encoder configuration

· Codec: H.264/AVC or H.265/HEVC

· Bitrate: Bitrate setting to a specific value (e.g. 50 Mbit/s)

· Rate control: CBR, Capped VBR, Feedback based, CRF, QP

· Slice settings: 1 per frame, 1 per MB row, X per frame 

· Intra settings and error resilience: Regular IDR, GDR Pattern, adaptive Intra, feedback based Intra, feedback based predication and ACK-based, feedback-based prediction and NACK based

· Latency settings: P pictures only, look-ahead units

· Complexity settings for encoder

· Content Delivery

· Sending of eye buffers

· At the same time

· staggered

· Slice to IP mapping: Fragmentation

· RTP-based time codes and packet numbering

· RTP/RTCP-based feedback ACK/NACK

· RTP/RTCP-based feedback on bitrate

· 5G System/RAN Configuration:

· QoS Settings (5QI): GBR, Latency, Loss Rate

· HARQ transmissions, scheduling, etc.

· Content Delivery Receiver configuration:

· Loss Detection: sequence numbers

· Delay/Latency handling

· Error Resilience

· ATW 

· Quality Aspects

· Video quality (encoded)

· Lost data

· immersiveness

6.2.4
Proposed Assumptions and Simulation Parameters

It is proposed to only consider the following system parameters (some are striken):

· Game (details are tbd): 

· Type of game
· state of game, 
· multi-user actions, etc.
· User Interaction: 

· 6DOF based on body/head movement, 

· Game interactions

· Formats of rasterized video signal. Typical parameters are:

· 1.5K x 1.5K per eye at 60, 90, 120fps 

· 2K x 2K at 60, 90, 120fps

· YUV 4:2:0 or 4:4:4
· Encoder configuration

· Codec: H.264/AVC or H.265/HEVC

· Rate control: CBR, Capped VBR, Feedback based, CRF, QP
· CBR: tbd

· CRF: 22, 25, 28, 31, 34

· Slice settings: 1 per frame, 1 per row, 8 per frame 

· Intra settings and error resilience: Regular IDR, GDR Pattern, adaptive Intra, feedback based Intra, feedback based predication and ACK-based, feedback-based prediction and NACK based

· Latency settings: P pictures only, look-ahead units only 0 (for minimum latency)

· Complexity settings for encoders aligned with presets in x265

· Content Delivery

· Sending of eye buffers

· At the same time

· staggered
· Slice to IP mapping: Fragmentation

· RTP-based time codes and packet numbering

· RTP/RTCP-based feedback ACK/NACK

· RTP/RTCP-based feedback on bitrate
· RAN Configuration:

· QoS Settings (5QI): GBR, Latency, Loss Rate

· HARQ Handling, Scheduling

· Defined by RAN group

· Delay budget:

· Uplink streaming is considered to add at most 10ms

· Downlink streaming budget: 50ms, 100ms, 200ms

· Receiver configuration:

· Loss Detection: sequence numbers

· Delay/Latency handling: Slices received after the deadline are treated as lost.

· Error Concealment: Copy macroblock for lost ones

· Warping: is considered sufficient if within delay budget.
· Quality Aspects
· Video quality (encoded)
· Lost data

· immersiveness
6.2.5
Quality aspects

The video quality is impacted primarily be two factors:

· The coding artifacts based on encoding, determined for example by the PSNR.

· The artefacts due to lost packets and the resulting error propagation.

It is proposed to model quality for each simulation as a combination

· Average PSNR sent from encoding

· The percentage of damaged video area 

· where a damaged macroblock is defined as

· If it is part of a slice that is lost for this transmission

· If it is correctly received, but it predicts from a wrong macroblock

· Macroblock is correct 

· If it is received correctly and it predicts for a non-damaged macroblock

· Predicting from non-damaged macroblock means

· Spatial prediction is correct

· Temporal prediction is correct

· Recovering MBs done by Intra Refresh or by predicting from correct MBs again.

A potentially quality diagram would look as follows:


[image: image2]
The information could further be put into a single number as follows:

· A correct CTU gets assigned the PSNR of the encoded video

· An incorrect CTU (damaged/lost) gets assigned the PSNR of value 0 (other numbers?)

· The values are averaged across all CTUs.

The quality modelling from above is already quite complex. A simplified approach may be taken into account. Examples are:

· The percentage of lost IP packets. The limitation in this case is, that the impact of an IP packet loss is not taken into account to the visual content. Different IP packets may be quite different impact, for example how many macroblocks are affected by the loss.

· The percentage of lost slices based on fragmentation: This addresses the issue that a slice contains the same number of macroblocks. However, this disregards the impact of a slice to the overall quality

· The percentage of lost data that is contained in a slice: this aspect is quite meaningful in a sense that typically if a slice contains more bytes, its loss is more impactful to the overall quality. However, there are also limitations in this as intra slices are typically very large, also the impact on error propagation is unknown.
6.2.6
Additional Assumptions and Background on XR/Cloud Gaming Traffic model

6.2.6.1
Traffic source type

The traffic resource type for XR service is related to the application. To be specific, the traffic resource type refers to how the traffic is generated in the source end. For VR application, it refers to how the frames of two eyes are generated. It is assumed that there are two eye buffers and the frames for two eyes are generated independently for VR 3D video, assuming 2K resolution for the frames for each eye. To meet the latency requirement of VR video traffic, PDB for each frame is assumed as 10ms. The following two different types of VR video traffic are proposed regarding the frame arrival time in the case of X FPS, as illustrated in Figure 1.

· Traffic source type 1: every 1/X s, the packets of both eyes arrive at the same time for each frame. 

· Traffic source type 2: every 1/(2*X) s, the packet of left eye and right eye arrive in turn, e.g. the packet of left eye arrives at odd frames, while the packet of right eye arrives at even frames.

For traffic source type 1, frames for both eyes arrive at the same time such that visual scenes for both eyes can be updated and presented simultaneously. In order for that, transmissions of frames for both eyes need to be within the same PDB, e.g. 10ms. Based on our observation, traffic source type 1 is one of the typical configurations for video streaming. The sum of frame sizes for both eyes is equal to the size of a packet in simulation.
For traffic source type 2, frames for two eyes arrive alternately. With respect to the visual signal from frames for one eye, it is refreshed every 16.67ms. Therefore, a frame for right eye is refreshed with a delay equal to 8.33ms after refreshing a frame for left eye, i.e. there is an 8.33ms delay for frames for right eye compared to frames for left eye. In this case, PDBs for transmissions of frames for different eyes are independent, i.e. PDB for frames for each eye is 10ms. Although the total delay budget for a visual scene from frames of two eyes is great than 10ms, people with a normal visual acuity will not perceive different refreshing times for two eyes when the frame rate is above 60 FPS.

[image: image3.emf]L

R

L

R

R

R

R

L

L L

t

t

Traffic source type 1

Traffic source type 2

L R

Left eye packet  Right eye packet

16.67ms 16.67ms

8.33ms 8.33ms

PDB 10ms

L

R

  
Figure 1. An example of traffic source type
Observation 1: For XR and Cloud Gaming, the following two traffic source types can be considered for evaluation, assuming frame rate is X FPS.
· Traffic source type 1: every 1/X s, the packets of both eyes arrive at the same time for each frame. 
· Traffic source type 2: every 1/(2*X) s, the packets of left eye and right eye arrive in turn, e.g. the packet of left eye arrives at odd frames, while the packet of right eye arrives at even frames.
6.2.6.2
Packet modelling

Generally, for video streaming traffic, UDP (User Datagram Protocol) is used as the transport layer protocol, and typically a frame is segmented into one or multiple IP packets for transmissions. Therefore, following two different options for modelling packets of video traffic in evaluation can be considered.

· Option 1: an application level packet is modelled as a packet during simulation, i.e. one frame consisting of one or more IP level packets ≈ one packet in simulation. 

· Option 2: an IP level packet is modelled as a packet during simulation, i.e. one IP level packet ≈ one packet in simulation.

Considering that the periodicity of video frames is deterministic and the PDB is actually for a frame, to simplify simulation, Option 1 is slightly preferred, i.e. a frame is modelled as a packet in our simulation. For Option 2, IP packets are segmented from the video frames arriving periodically. Besides, according to the analysis results of some video files, we see a similar distribution for Option 2 with that for Option 1.

Observation 2: For XR and Cloud Gaming, following options for packet modelling can be considered,
· Option 1: an application level packet is modelled as a packet during simulation, i.e. one frame consisting of one or more IP level packets ≈ one packet in simulation. 
· Option 2: an IP level packet is modelled as a packet during simulation, i.e. one IP level packet ≈ one packet in simulation.
6.2.6.3
UL Traffic model
For VR/AR or CG in uplink, one of the typical UL traffic is the information for interaction with XR or game server. The pose information is sampled and packeted in the XR device, by the sensors equipped in the XR device e.g. gyroscope and gravity sensor. In general, the sampling rates are controlled by the application for which the pose information is applied. The more frequently the pose information is captured, the more accurate the rendered scenes and gaming control are. According to TR 26.928, in order to always be able to respond to the latest XR Viewer Pose, tracking needs to be done frequently and the minimum update rates should be 1000Hz and beyond. 

Once the pose information is sampled and processed by the XR device, the pose information will be delivered to the XR or game server. The interval for delivering the pose information is dependent on the transmission resources in UL and the requirements of application. As a result, the interval for delivering the pose information may be different from the sampling interval of sensors for the pose capturing. 

Therefore, the period of UL traffic model for XR evaluation refers to the transmission interval of uplink data packets controlled by the application rather than the sampling interval of sensors. Considering the transmission resources in UL and the potential power consumption at XR device, it is not necessary to always guarantee that the transmission interval is equal to the sampling interval. 
Observation 3: the period of UL traffic model for XR evaluation is determined by the application, for example it may reduce the sending frequency of pose information compared to the frequency that pose information is produced.
Proposal: SA4 should take the traffic source type, the packet modelling and the periodicity of UL traffic model into account for XR/Cloud Gaming traffic model defination.
6.2.6.4
Summary Agreements

In this clause, some observations and proposal on XR and Cloud Gaming traffic model are provided as follows:

Observation 1: For XR and Cloud Gaming, the following two traffic source types can be considered for evaluation, assuming frame rate is X FPS.
· Traffic source type 1: every 1/X s, the packets of both eyes arrive at the same time for each frame. 
· Traffic source type 2: every 1/(2*X) s, the packets of left eye and right eye arrive in turn, e.g. the packet of left eye arrives at odd frames, while the packet of right eye arrives at even frames.
Observation 2: For XR and Cloud Gaming, following options for packet modelling can be considered,
· Option 1: an application level packet is modelled as a packet during simulation, i.e. one frame consisting of one or more IP level packets ≈ one packet in simulation. 
· Option 2: an IP level packet is modelled as a packet during simulation, i.e. one IP level packet ≈ one packet in simulation.
Observation 3: the period of UL traffic model for XR evaluation refers to the transmission interval of uplink data packets rather than the sampling interval of sensors.
Agreement: SA4 should take the traffic source type, the packet modelling and the periodicity of UL traffic model into account during XR/Cloud Gaming traffic model evaluation.
6.3
System Design for Viewport Dependent 3DoF Streaming
6.3.1
Overview

The system design for viewport dependent 3DoF streaming is basically similar to the discussion and requirements from TR26.928, clause 6.2.3. The architecture is shown in Figure 1.
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Figure 1Viewport-dependent Streaming Defined by TR26.928
Viewport Dependent 3DoF Streaming refers to the case where the XR server runs a 3DoF XR media generation engine, and the XR device collects local 3DoF tracking information to get the viewport related content to display.

According to Figure 1, the XR media is generated, encoded, and delivered by XR server depending on the adaptive media request sent by the XR device. The device works in two channels. One is to accept the XR media stream and the workflow of decoding, rendering, displaying is followed. Another is to use the tracking sensors to collect 3DoF parameters continuously, and ‘translate’ them into adaptive media request which will be sent to XR server by using 5GS delivery system.

The following call flow highlights the key steps:
1) An XR device connects to the network and joins Viewport Dependent 3DoF Streaming application

2) The device sends static device information and capabilities to server (supported decoders, display resolution)

3) Based on these information, the XR server sets up encoders and formats, and pre-spilts the XR scene into blocks (e.g. several tiles used in HEVC encoders)

4) Loop

a) The device collects XR 3DoF pose

b) XR pose is converted to media request by the device in order to cover the viewport of user and match the network condition

c) The XR server responses to these requests and provides the media segments

d) Compressed media is sent to XR device

e) The device decodes the media content 

f) The device displays the media
According to TR 26.928, clause 6.2.3.5, for viewport dependent streaming, updated tracking and sensor information impacts the network interactivity. Typically, due to updated pose information, HTTP/TCP level information and responses are exchanged every 100-200 ms in viewport-dependent streaming.

In actual implementation process, in order to ensure the smooth transmission and viewing, sometimes it is adopted to transmit a channel of background data independent to the viewport in addition to the data described above, so as to replace these data to fill the playback when network condition is poor. 

6.3.2
Considered Content Formats

In this scenario, the vast majority of transmitted media content is 2D or 3D 360 degree video. According to TR 26.928, clause 4.2.1, it is commonly accepted that 2k by 2k per eye provides acceptable quality. Thus the equivalent content resolution will be 6k~8k at 90 ~ 110 degree FOV. Framerate is 60 fps for common cases and 30 fps for some low demand services.

H.264/AVC Progressive High Profile Level 5.1 with additional restrictions or H.265/HEVC Main-10 Profile Main Tier Profile Level 5.1 are recommended as encoding codecs by TR 26.928 in clause 4.5.1. Network adaptive encapsulation format is usually used to ensure smooth transmission, e.g. MPEG-DASH.

6.3.3
Considered System Parameters

Based on the discussion above, several parameters are relevant for the overall system design.
· Streaming: 

· Type of streaming(live or video-on-demand)

· state of streaming

· User Interaction: 

· 3DOF pose are collected

· interactions by controllers

· Formats of transmitted content:

· 6K or 8K at 30,60 fps on source end
· 2K x 2K per eye at 30, 60fps 

· YUV 4:2:0

· Encoder configuration

· Codec: H.264/AVC or H.265/HEVC

· Bitrate: Several bitrate grades siutble for network adaptation needs (e.g. 100 Mbit/s+50Mbit/s+15Mbit/s)

· Rate control: CBR, VBR, Feedback based

· Slice settings:when using H.264/AVC, X per frame 

· Tile settings: when using H.265/HEVC, X per frame

· Complexity settings for encoder

· Content Delivery

· MPEG-DASH-based media delivery

· HTTP-based feedback on bitrate

· 5G System/RAN Configuration:

· QoS Settings (5QI): GBR, Latency, Loss Rate

· Content Delivery Receiver configuration:

· Loss Detection: sequence numbers

· Delay/Latency handling

· Error Resilience

· Quality Aspects

· Video quality (encoded)

· Lost data

· Immersiveness
6.3.4
 Proposed Assumptions and Simulation Parameters

It is proposed to only consider the following system parameters:

· Streaming: 

· Types of streaming(live or video-on-demand)

· state of streaming

· User Interaction: 

· 3DOF pose are collected

· 3DOF interactions by controllers

· Formats of transmitted content:

· 6K(6144 * 3072) or 8K(8192 * 4096) up to 60 fps on source end
· 2K x 2K per eye up to 60fps 

· YUV 4:2:0, 4:2:2, 4:4:4

· Video Encoder configuration

· Codec: H.264/AVC or H.265/HEVC

· Operation Point (following 3GPP TS 26.118 Table 5.1-1): Basic H.264/AVC, Main H.265/HEVC, Flexible H.265/HEVC

· Uplink Bitrate: for 6K up to 90Mbps, for 8K up to 150 Mbps
· Rate control: CBR, VBR, Feedback based

· Slice settings: when using H.264/AVC, X per frame 

· Tile settings: when using H.265/HEVC, 24 or 96 per frame

· Complexity settings for encoder

· Audio Encoder configuration

· Max Sampling Rate: 48 kHz

· Operation Point(following 3GPP TS 26.118 Table 6.1-1): 3GPP MPEG-H Audio

· Content Delivery

· MPEG-DASH-based media delivery

· HTTP-based feedback on bitrate

· RAN Configuration:

· QoS Settings (5QI): GBR, Latency, Loss Rate, Mobility, Power Consumption

· Receiver configuration:

· Loss Detection: sequence numbers

· Delay/Latency handling

· Error Resilience

· Quality Aspects

· Video quality (encoded)

· Lost data

· Immersiveness
6.4
Assumptions for Viewport Dependent 6DoF Streaming
6.4.1
Background

Attached to this document, please find a paper from IBC 2017 addressing network optimizations for VR Streaming. An author of the paper provided information beyond the paper.

It is considered that the model for VDP 3DOF streaming also applies for VDP 6DOF streaming.
6.4.2
Feedback based on Paper

Feedback based on the paper for 3DoF Viewport dependent Streaming:
· Downlink data rate ranges

· for tiled streaming, 4K around 5 Mbit/s, up to 10. 

· 8K between 10 and 13, but can go under for static scenes and over for dynamic ones. 

· 5.5K stereo is the same as 8K mono. 

· Interestingly, for tiled streaming 360 or 180 make little difference if the viewport is the same. 

· Maximum packet delay budget in uplink and downlink ( for mass distribution I don’t care about the uplink much as long as the delay is not too jittery. Relate this to the segment size in an HLS pull – 2 secs is a good target segment size. 

· Maximum Packet Error Rate, ( for mass distribution applications, preferably use something reliable, like HLS push or pull or a proprietary reliable transport. 

· Maximum Round Trip Time 

· for viewport-dependent, minimizing round-trip is crucial especially with head motion. That said there are no maximums. 

· There is a degradation as it increases. You should think in the order of frame duration, and know that head motion is about 500 degrees per second max, so 60 msec per tile, and that eyes also take some 60 msec to adapt to a new position, so you have a few frames to work with.
6.5
Assumptions for AR1: “XR Distributed Computing” and AR2: “XR Conversational”
6.5.1
General

The focus in clause 6.2 is currently on simulating split rendering where the uplink data consists of e.g. HMD pose information, but no video.

AR2 will however require video in the uplink. A more specific example is use case 8 in TR 26.928 (AR guided assistant at remote location (industrial services)), which requires one or two video streams in the uplink. Moreover, the XR-related work item ITT4RT includes support for an optional 2D video in the uplink.

It is expected that MNO:s may configure NR networks for less capacity in the uplink than the downlink, thus it would be relevant to confirm whether we can expect bottlenecks in the uplink, related to XR use cases. Also, it would be relevant to confirm whether the transmission of time-critical pose information in the uplink is impacted by the additional uplink video traffic.

As uplink video may in some use cases happen at the same time as split rendering in the downlink, it is relevant to add an uplink video signal with suitable characteristics, to the currently planned simulation scenario for AR2. It would be an option to include this video in the simulation.

Details are ffs.

6.5.2
Suggestions
Suggestion A

Keep it simple. The intension is to add the uplink traffic without too much disruption of already initiated activities.

Suggestion B

Reference architecture

The currently available XR distributed computing architecture in TR 26.928 is applicable. The camera in the XR device would in this context be a “sensor”.
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[image: image6.png]For example. the XR client captures the 2D video stream from a camera and sends the captured stream to the XR edge
server. The XR edge server performs the AR tracking and generates the AR scene which a 3D object is overlaid over a
cortain position in the 2D video based on the AR tracking information The 3D obiect or 7D video for the AR scene are.



 

Suggestion C

The time plan states:
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We suggest:

System assumptions
As in use case 8 in TR 26.928 (AR guided assistant at remote location (industrial services)):
· A XR device with glasses of some sort boasting view-port dependent streaming and split rendering

· The device has one 2D camera which is used for conveying the local scene to a remote location. (Use case 8 includes depth information but this could be disregarded for the purposes of this study.)
Simulation methodology
To consider a variety of XR use cases, an uplink traffic load could in simulations be scalable from 0 to some agreed reasonable bitrate based on the documented use cases. This uplink load could be added to the existing simulation framework.

Traffic characteristics
As a starting point consider 4K 60 fps, at 0, 10 and 25 Mbps, based on 2D video as documented in TR 26.928:
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This is based on the highest profiles in TS 26.118 for VR streaming may be a starting point to derive also the  2D uplink video. In practice the rate would be highly use-case-dependent, it is advisable to select realistic values covering a variety of use cases. Input from other ongoing studies and work items such as 5GSTAR and ITT4RT may also be useful. One company in RAN1 suggested to use the same characteristics as for the downlink, with reference to Conversational XR use cases, R1-2009812. This could be one approach.
The statistical properties of the traffic may be derived from the above. 
Appendix – for reference

TR 26.928 Use case 8

Inspiration for the simulation can be found in use case 8 in TR 26.928 (AR guided assistant at remote location (industrial services)). It may be simplified for the purposes of the present study, one might include the yellow-marked parts below.
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Use Case 8: AR guided assistant at remote location
(industrial services)

Use Case Description: AR guided assistant at remote location (industrial services)

Type: AR
Degrees of Freedom: 2D video with dynamic AR rendering of graphics (6DoF)

Delivery: Local, Streaming, Interactive, Conversational

Device: 5G AR Glasses, 5G touchscreen computer or tablet

Pedro is sent to fix a machine in a remote location.
Fixing the machine requires support from a remote expert.

‘Pedro puts his AR 5G glasses on and furns them on. He connects fo the remote expert, who ses a tablet or a
touch-screen computer, or uses AR glasses, headphones, as well as a gesture acquisition device that is
connected and coordinated with his glasses.

The connection supports conversational audio and Pedro and the expert start a conversation.

Pedro's AR 5G glasses support accurate positioning and Pedro's position is shared live with the expert such
that he can direct Pedro in the location.

The AR 5G glasses are equipped with a camera that also has depth capturing capability.

1
The expert can provide guidance to Pedro via audio but also via overlaying graphics to the received video
conteat, by activation of appropriate automatic object detection from his application, and via drawing of
instructions as text and/or graphics and via berlaying additional video instructions. In the case that the expert
uses AR glasses, the expert can also identify the depth of the video sent by Pedro and more accurately place
the overlay text or graphics.

‘The overlaid text and/or graphics are sent to Pedro's glasses and they are rendered to Pedro such that he
receives the visual guidance from the expert on where to find the machine and how to fix it.

Note: the video uplink from Pedro's glasses might be "jumpy” as Pedro moves his head. A second camera and
corresponding video uplink to show an overview video of Pedro and the machinery or altematively a detailed
video of the machinery functioning, is a help to the expert when performing this type of service.





Thus we get:

Downlink. Dynamic graphics and 2D video instructions which are displayed in the AR glasses. We assume the image gets composed before it is sent to the glasses, considering the 6DOF position/pose. From a traffic characteristics point of view we may, for the purposes of this study, make the approximation that it is the same range of bitrate/frame rate etc as the downlink in the existing split rendering use case.

Uplink. 2D plus depth video where the characteristics should allow e.g. location/mapping processing to operate on the video but should also allow the assistant to view the scene at Pedro’s location. The depth could be omitted for the purposes of this study.

5GSTAR

5GSTAR is also highly relevant and if it is mature enough, it could provide guidance. Its permanent document S4-201510 makes refence to use case 8 and 12 and several others, noting uplink video aspects.
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The use cases above have in common the following characteristics (this is not an exclusive list):
1. Theuseofa

2. Bidirectional communication between 2 or more users for services similar to that of vide telephony
3. Media processing support, including in some services: video stitching, 3D media modeling, avatar
modeling





Figure 1 From 5GSTAR PD S4-201510

Open Issues

· Details of the traffic characteristics need to be checked

· Latency needs to be defined

· Packet distribution is unclear

· Timing of the packets is unclear

· Quality metric is unclear

· Rate control

· Looks basically as a simple MTSI Video Telephony

· different type of uplink information (sensor and camera).

· prefer to be specific on the use case, for example sensor data and so on.
6.5.3
Proposed Use Case and System Design

We propose to use the Use Case 12 (360-degree conference meeting) as basis for the model, where you have simultaneous UL and DL media traffic. The media consists of both video and audio. 
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'Use Case Desci

360-degree conference meeting

In this 360-degree conferencing use case three co-workers (Eilean, Ben and John) are having a virtual stand-up
giving a weekly update of their ongoing work. Ben is dialing into the VR conference from work with 2 VR headset
and a powerful desktop PC. Eilean is working from home and dialing in with a VR headset attached th a VR capable

Taptop with a depth camera. John is traveling abroad and dialing in with a mobile phone used as VR HMD and a
bluctooth connected depth camera for capture. Thus, each user is captured with an RGB+Depth camera.

Figure 1, example image of a photo-realistic 360-degree communication experience

In virtual reality all 3 of them are sitting together around a round table (See Figure 1). The background of the virtual
environment is a prerecorded 360-degree image or video making it seem they are in their normal office environment.
Each user sees the remote participants as photo realistic representations blended into the virtual office environment
(in 2D). Optionally, a presentation or video can be displayed on the middle of the table or on a shared screen

in the environment.

AR alteration: A possible AR alteration to this use case can be that Ben and Eilean are sitting in a real meeting
room at work using AR headsets, while John is attending remotely using a mobile as VR HMD. John is then blended
as an overlay into the real environment of Ben and Eilean, rather then a virtual office.

Categorization

Type: AR, MR, VR

Degrees of Freedom: 3DoF

Delivery: Conversational

Device: Mobile / Laptop
e





The system diagram looks as follows:


[image: image12]
	Media
	Format and Model
	E2E Latency requirement

	3/6DOF Pose
	Same as for split rendering
	UL: 5-10 ms

	Video + Depth
	1080p, CBR 10 Mbit/s
	Conversational 200ms

	2D Video is split rendering
	1080p or 4K (2 eyes)
same model as split rendering
	60ms

100ms 

	Front Facing Camera*
	720p, CBR 3 Mbit/s
	Conversational

200ms

	Audio (MPEG-H)
	256/512 kbps
	Conversational 200ms


6.6
System Design for Cloud Gaming

6.6.1
Overview

The system design for cloud gaming is provided in Figure 1 and is similar to what is provided for Split rendering.



[image: image13]
The cloud scene is rendered in the device. The following assumptions are taken. The Game Server runs a game engine to generate the game scene based on information coming from a gaming end device, and in multi-user cases also what comes from other users. The gaming server rasterizes the viewport and does a scene pre-rendering. 

According to Figure 1, the viewport is pre-dominantly rendered in the gaming server, but the device is able to do latest pose correction, for example by asynchronous time-warping (see clause 4.1 of TR26.928) or other pose correction to address changes in the pose. 

-
Graphics workload is split into rendering workload on a powerful cloud gaming server (in the cloud or the edge) and pose correction (such as ATW) on the gaming device

-
Low motion-to-photon latency is preserved via on device Asynchronous Time Warping (ATW) or other pose correction methods.

The following call flow highlights the key steps:

1)
A gaming device connects to the network and joins a gaming application

a)
Sends static device information and capabilities (supported decoders, viewport)

2)
Based on this information, the gaming server sets up encoders and formats

3)
Loop

a)
gaming end device collects pose and controller information 

b)
pose and controller information is sent to gaming server
c)
The gaming uses the pose to pre-render the gaming viewport

d)
the scene wiewport is encoded with 2D media encoders

e)
The compressed media is sent to gaming device along with the pose that it was rendered for

f)
The gaming device decompresses video 

g)
The gaming device uses the pose provided with the video frame and the actual pose for an improved prediction using and to correct the local pose, e.g. using ATW. 

According to TR 26.928, clause 4.2.2, the relevant processing and delay components are summarized as follows:

· User interaction delay is defined as the time duration between the moment at which a user action is initiated and the time such an action is taken into account by the content creation engine. In the context of gaming, this is the time between the moment the user interacts with the game and the moment at which the game engine processes such a player response.

· Age of content is defined as the time duration between the moment a content is created and the time it is presented to the user. In the context of gaming, this is the time between the creation of a video frame by the game engine and the time at which the frame is finally presented to the player.

The roundtrip interaction delay is therefore the sum of the Age of Content and the User Interaction Delay. If part of the rendering is done on a gaming server and the service produces a frame buffer as rendering result of the state of the content, then for raster-based split rendering (as defined in clause 6.2.5) in cloud gaming applications, the following processes contribute to such a delay:

· User Interaction Delay (Pose and other interactions)

· capture of user interaction in game client,

· delivery of user interaction to the game engine, i.e. to the server (aka network delay),

· processing of user interaction by the game engine/server,

· Age of Content

· creation of one or several video buffers (e.g. one for each eye) by the game engine/server,

· encoding of the video buffers into a video stream frame,

· delivery of the video frame to the game client (a.k.a. network delay),

· decoding of the video frame by the game client,

· presentation of the video frame to the user (a.k.a. framerate delay).

As ATW is applied corrections to pose are applied by device internal processing. What determines the network requirements for split rendering is time of pose-to-render-to-photon and the roundtrip interaction delay. According to clause TR 26.928, clause 4.5, the permitted downlink latency is typically 50-60ms. 

6.6.2 
Considered Content Formats
6.6.2.1
Introduction

Video games have different characteristics that are important to take into account when encoding the rasterized frames produced by the game engine. In TR 26.928 [6], clause 4.2.2, a few different types of games and their interaction delay tolerance are documented. However, TR 26.928 [6] does not differentiate the characteristics of the content. This aspect is addressed in the following.

In particular, the following characteristics are important:
-
Dynamicity of content: how frequent rasterized frames change when compared to previous frame
-
Complexity of content: how much content changes between frames and how complex such changes are
-
Type of content: traditional CGI, photo-realistic CGI or natural images/video
Depending on these characteristics as well as the interaction delay tolerance, video games can be organized into different categories as document in the remainder of this clause.
A detailed analysis is provided in TR26.955, clause 6.6.

6.6.2.2
Category A: Low/medium dynamicity with low/medium complexity.
This category includes games such as board games, turn-by-turn strategy games, management/simulation games or non-realtime role-playing games (RPG) in which content may not change over several consecutive frames and changes are typically limited.
This category also includes games such as adventure games, casual games, or platform games in which although content may change at every single frame, changes are limited to animation of sprites or simple global movements of the content.
The common characteristics of the games in this category is that their playability can support longer interaction delay tolerance (500 – 1000ms according to TR 26.928 [6]) and their content is typically considered to video encode.
6.6.2.3
Category B: games with high dynamicity and low/medium complexity.
This category includes games such as fighting games, racing games, real-time strategy (RTS) games or real-time RPGs in which content is very dynamic but changes are either limited or simple transforms.
The common characteristics of the games in this category is that their playability requires shorter interaction delay tolerances (100ms according to TR 26.928 [6]) while their content is still considered simple to video encode (with high benefits from prediction coding).
6.6.2.4
Category C: games with high dynamicity and high complexity.
This category includes games such as first-person shooters (FPS), Massive Multiplayer Online (MMO) games and racing games in which content is very dynamic with possibly very significant changes regularly in the content.
The common characteristics of the games in this category is that their playability requires shorter interaction delay tolerances (100ms according to TR 26.928) and their content is typically considered as complex content to video encode. 
6.6.2.5
Category D: photo-realistic games or games based on natural images/video.
The main characteristics of the games in this category is that their content is typically considered as more complex content to video encode.
6.6.2.6
Category E: XR game content
XR Game content is covered as part of XR Split rendering and not further discussed.
6.6.2.7
Summary

Table 6.6.2.7-1 provides an overview of the different source signal properties for Online Gaming. This information is used to select proper test sequences.

Table 6.6.2.7-1 Online Gaming source properties

	Source format properties
	Category A
 low/med dynamicity & low/med complexity games
	Category B
 high dynamicity & low/med complexity games
	Category C
 high dynamicity & high complexity games
	Category D
 photo-realistic or natural video games

	Spatial resolution
	1280x720, 1920x1080, 3840x2160

 
	1280x720, 1920x1080, 3840x2160


	1280x720, 1920x1080, 3840x2160

 
	1280x720, 1920x1080, 3840x2160

 

	Chroma format
	Y’CbCr
	Y’CbCr
	Y’CbCr
	Y’CbCr

	Chroma subsampling
	4:2:0, 4:4:4
	4:2:0, 4:4:4
	4:2:0, 4:4:4
	4:2:0, 4:4:4

	Picture aspect ratio
	16:9
	16:9
	16:9
	16:9

	Frame Buffers
	1
	1
	1
	1

	Frame rates
	30, 50, 60 Hz
	30, 50, 60, 90, 120 Hz
	30, 50, 60, 90, 120 Hz
	30, 50, 60, 90, 120 Hz

	Bit depth
	8
	8
	8, 10
	8, 10

	Colour space formats
	BT.709, BT.2020
	BT.709, BT.2020
	BT.709, BT.2020
	BT.709, BT.2020

	Transfer characteristics
	N/A
	N/A
	BT.2100 (HDR)
	BT.2100 (HDR)


In practical considerations, the NVIDIA Encoding functions may be used. The parameters of such an encoder are documented here https://developer.nvidia.com/nvidia-video-codec-sdk.

6.6.3
Considered System Parameters

Based on the discussion on clause 6.X.1 and 6.X.2, several parameters are relevant for the overall system design.

· Game: 

· Type of game
· state of game, 
· multi-user actions, etc.
· User Interaction: 

· Game pose by the device, 

· Game interactions by controllers
· Formats of rasterized video signal. Typical parameters are:

· See above
· Encoder configuration

· Codec: H.264/AVC or H.265/HEVC

· Bitrate: Bitrate setting to a specific value (e.g. 50 Mbit/s)

· Rate control: CBR, Capped VBR, Feedback based, CRF, QP

· Slice settings: 1 per frame, 1 per MB row, X per frame 
· Intra settings and error resilience: Regular IDR, GDR Pattern, adaptive Intra, feedback based Intra, feedback based predication and ACK-based, feedback-based prediction and NACK based

· Latency settings: P pictures only, look-ahead units

· Complexity settings for encoder
· Content Delivery

· Slice to IP mapping: Fragmentation

· RTP-based time codes and packet numbering

· RTP/RTCP-based feedback ACK/NACK

· RTP/RTCP-based feedback on bitrate
· 5G System/RAN Configuration:

· QoS Settings (5QI): GBR, Latency, Loss Rate

· HARQ transmissions, scheduling, etc.

· Content Delivery Receiver configuration:

· Loss Detection: sequence numbers

· Delay/Latency handling

· Error Resilience

· ATW 
· Quality Aspects
· Video quality (encoded)
· Lost data

· immersiveness
6.6.4
Proposed Assumptions and Simulation Parameters

It is proposed to only consider the following system parameters (some are striken):

· Game (details are tbd): 

· Take gaming sequences from TR26.955

· User Interaction: 

· Based on gaming sequences

· Uplink traffic is not considered
· Formats of rasterized video signal. Typical parameters are:

· 1080p at 60 fps

· 4K at 90 fps
· Encoder configuration

· Codec: H.265/HEVC

· Rate control: CBR, Feedback based, CRF
· CBR: tbd
· CRF: 22, 25, 28, 31, 34
· Slice settings: 1 per frame, 1 per row, 8 per frame 
· Intra settings and error resilience: Regular IDR, GDR Pattern, adaptive Intra, feedback based Intra, feedback based predication and ACK-based, feedback-based prediction and NACK based

· Latency settings: P pictures only, look-ahead units only 0 (for minimum latency)

· Complexity settings for encoders aligned with presets in x265

· Modeling of encoding delay
· Content Delivery

· Slice to IP mapping: Fragmentation, max IP packet size

· RTP-based time codes and packet numbering

· RTP/RTCP-based feedback ACK/NACK

· RTP/RTCP-based feedback on bitrate
· RAN Configuration:

· QoS Settings (5QI): GBR, Latency, Loss Rate

· HARQ Handling, Scheduling

· Defined by RAN group

· Delay budget:

· Uplink streaming is considered to add at most 10ms

· Downlink streaming budget: 50ms, 100ms, 200ms

· Receiver configuration:

· Loss Detection: sequence numbers

· Delay/Latency handling: Slices received after the deadline are treated as lost.

· Error Concealment: Copy macroblock for lost ones

· Warping: is considered sufficient if within delay budget.
· Quality Aspects
· Video quality (encoded)
· Lost data

· immersiveness
6.6.5
Quality aspects

The same approach as for XR Split rendering

7
End-to-End Simulation Systems
7.1
Introduction

This clause collects a system simulation system for different services.
7.2
Simulation System for Split Rendering
7.2.1
Overview
Figure 1 provides a simulation breakdown for split rendering. Three different areas of expertise are considered:

· Input on Video Signals related to the Split rendering use cases is expected to provide by companies

· SA4 addresses content encoding and content delivery, both on sender and receiver, and provides interfaces to 5G System and 5G radio.

· RAN addresses the simulation of 5G system and radio parameters.



[image: image14]
Based on such a simulation, Figure 2 provides a potential simulation result that documents the delivered video quality and the percentage of bad video. It is expected that with more users in a cell, either the video quality needs to be degraded or more artefacts will happen.
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7.2.2
Proposed Model Considerations

7.2.2.1
Overview
Tt is proposed to break down the simulation and modeling into separate individual components, namely

· Source video model

· Encoding and content delivery

· Radio access delivery

· Content delivery receiver and decoder

· Display process

· Uplink traffic 
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In order to split the tasks across different 3GPP working groups and companies, an approach as introduced in Figure 3 is proposed.

· Source model is provided based on company input that describes the used game, the pose model and a statistical model of the video signal that can be used to apply content delivery and encoding procedures.

· Based on these traces, 3GPP SA4 defines a content encoding and delivery model taking into account a system design based on TR26.928 and as documented in S4-200771. The system model includes encoding, delivery, decoding and also a quality definition.

· The system also provides an interface to RAN simulations. Then RAN groups may this model to simulate different traffic characteristics and evaluate different performance options.
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A more detailed instantiation is provided in Figure 4. In particular, the following is defined:

1) V-Traces: Video traces that provide sufficient information from a model encoding to understand the complexity and data rate for an encoding model, also taking into account delivery options such as bitrate control, intra refresh, feedback based error resilience and so on. Details are tbd, but we are currently investigating parameters provided by a model encoding from an x265 encoding run.

2) S-Traces: a sequence of slices as an output of a model encoder. Each slice has assigned 

a. Associated Frame (Timestamp)

b. Size of Slice

c. Quality of Slice (possibly some more information from V-Trace, for example complexity)

d. Number of Macroblocks (areas covered)

e. Timing of Slice, e.g. a deadline or a at least a origin time stamp.

3) S'Trace: 

a. All information from S-Trace Format

b. Slice loss indicator

c. Slice delay information
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7.2.2.2
V-Trace Generation

V-Trace generation has been initiated by using a high-quality output of a game engine in H.264(AVC) for a model game and a repeatable trace, and decode this information into a 2K x 2K at 120 fps source frames.

This sequence is sent through a model encoder for identifying the impacts of different parameter settings. The following x.265 parameters are initially used:

· --input viki.yuv (4:2:0)

· --profile, -P main10

· --input-res 2048x2048 

· --fps 120fps, 60fps, 30 fps

· --psnr 

· --ssim 

· --frames 500 (initial testing)

· --bframes 0 

· --crf 22, 25, 28, 31, 34 

· --csv logfile.csv 

· --csv-log-level 2 

· --log-level 4  

· --numa-pools "8"  

· --keyint, -I 1 and -1
· --slices 1, 128 (2048), 8 (for 2048) 

· --output rvrviki.h265

· --rc-lookahead 0/1
Based on these 180 encoding runs, we expect to get to a good encoder modeling such that only a subset of runs are necessary for longer game sequences.

The work is in progress.

An initial experiment was carried out.

A graphics-centric sequence of 8 seconds was generated using some pose information at 2K x 2K at 60fps from the output of a game engine. The sequence is attached to this document. Note that the sequence is only used initially in order to identify reasonable system parameter settings. 

The sequence was encoded in total with 24 different configurations.

· ./x265 --input input.yuv --input-res 2048x2048 --preset medium --fps [30,60] --crf [22, 28,34] --analysis-mode=save  --analysis-file /csv_analfiles/00001.dat --keyint [-1,1] --slice [1,8] --csv /csv_analfiles/[i,p]_[30,60]_[22,28,34]_[1,8].csv --csv-log-level 2 --log-level full  --rc-lookahead 0 --no-deblock  --bframes 0  --frames 480 --psnr --ssim  --output /output/xxxx.h265

Attached is also analysis file as output from x.265 with the results of all the different runs.

Analysis provided also in the excel.

A summary of the bitrates are provided

	Mode
	Framerate
	CRF
	Slice
	Data 
Rate 
in Mbit/s
	Average 
QP
	Average
Rate 
Factor
	 Y
 PSNR
	 U 
PSNR
	 V
 PSNR
	 YUV
 PSNR
	 SSIM
	 SSIM(dB)
	 Frames

	I
	60
	22
	1
	43.77
	27.29
	19.09
	42.58
	46.58
	46.12
	43.52
	0.979
	16.82
	480

	I
	60
	22
	8
	44.16
	27.29
	19.09
	42.57
	46.57
	46.11
	43.51
	0.979
	16.77
	480

	P
	60
	22
	1
	14.14
	23.82
	21.99
	43.46
	48.27
	47.83
	44.60
	0.983
	17.80
	480

	P
	60
	22
	8
	29.64
	23.71
	21.99
	43.37
	47.94
	47.49
	44.45
	0.983
	17.57
	480

	I
	60
	28
	1
	21.56
	33.30
	25.09
	39.07
	44.11
	43.64
	40.27
	0.960
	14.00
	480

	I
	60
	28
	8
	21.85
	33.30
	25.09
	39.06
	44.11
	43.64
	40.26
	0.960
	13.98
	480

	P
	60
	28
	1
	3.86
	30.17
	27.99
	40.36
	46.12
	45.57
	41.73
	0.972
	15.51
	480

	P
	60
	28
	8
	12.33
	29.91
	27.99
	40.13
	45.48
	44.96
	41.40
	0.969
	15.07
	480

	I
	60
	34
	1
	10.55
	39.35
	31.09
	35.68
	42.62
	42.16
	37.36
	0.928
	11.44
	480

	I
	60
	34
	8
	10.76
	39.34
	31.09
	35.65
	42.63
	42.17
	37.34
	0.928
	11.43
	480

	P
	60
	34
	1
	1.30
	36.75
	33.99
	37.16
	43.84
	43.32
	38.77
	0.949
	12.94
	480

	P
	60
	34
	8
	5.59
	36.20
	33.99
	36.85
	42.99
	42.47
	38.32
	0.942
	12.40
	480

	I
	30
	22
	1
	29.43
	24.88
	19.28
	44.08
	47.70
	47.27
	44.93
	0.984
	17.99
	250

	I
	30
	22
	8
	29.66
	24.87
	19.28
	44.07
	47.70
	47.26
	44.92
	0.984
	17.91
	250

	P
	30
	22
	1
	12.78
	21.87
	22.18
	44.43
	48.95
	48.51
	45.50
	0.986
	18.41
	250

	P
	30
	22
	8
	20.59
	21.82
	22.18
	44.42
	48.72
	48.29
	45.44
	0.985
	18.25
	250

	I
	30
	28
	1
	14.54
	30.88
	25.27
	39.07
	44.11
	43.64
	40.27
	0.960
	14.00
	250

	I
	30
	28
	8
	14.71
	30.88
	25.27
	39.06
	44.11
	43.64
	40.26
	0.960
	13.98
	250

	P
	30
	28
	8
	3.82
	28.07
	28.17
	41.23
	46.69
	46.19
	42.53
	0.976
	16.11
	250

	P
	30
	28
	8
	8.34
	27.94
	28.17
	41.09
	46.17
	45.67
	42.30
	0.974
	15.80
	250

	I
	30
	34
	1
	7.14
	36.91
	31.26
	37.07
	43.19
	42.73
	38.54
	0.943
	12.44
	250

	I
	30
	34
	8
	7.26
	36.91
	31.26
	37.05
	43.20
	42.74
	38.53
	0.943
	12.43
	250

	P
	30
	34
	1
	1.29
	34.38
	34.16
	38.09
	44.36
	43.83
	39.59
	0.957
	13.62
	250

	P
	30
	34
	8
	3.71
	34.11
	34.16
	37.86
	43.57
	43.12
	39.23
	0.952
	13.21
	250


An analysis of the rate increase per frame is shown. Details in excel, summary below.

	1 Slices

	I only
	
	P only

	22->28/60
	28->34/60
	22->28/30
	28->34/30
	22->28/60
	28->34/60
	22->28/30
	28->34/30

	2.03
	2.04
	2.02
	2.04
	
	3.85
	3.23
	3.46
	3.18


	8 Slices

	I only
	
	P only

	22->28/60
	28->34/60
	22->28/30
	28->34/30
	
	22->28/60
	28->34/60
	22->28/30
	28->34/30

	2.02
	2.03
	2.02
	2.03
	
	2.42
	2.21
	2.48
	2.25


The rate increase for I-frames to P-frames are shown. Details in excel, summary below.

	Frame
	I/P 22/60/1
	I/P 28/60/1
	I/P 34/60/1
	I/P 22/60/8
	I/P 28/60/8
	I/P 34/60/8

	Average
	3.17
	6.10
	10.03
	1.51
	1.81
	1.81


The rate increase for 30fps for each frame is shown. Details in excel, summary below.

	Frame
	 22-1
	28-1
	34-1
	22-8
	28-8
	34-8

	Average
	1.83
	2.13
	2.28
	1.39
	1.38
	1.36


From these results some initial conclusions:

· Data rates are quite different

· Slices are very costly if used without prediction across slice boundaries

· Prediction over 2 P-frames results roughly in factor 2

· Rate increase per CRF/QP for I is consistently 2 for QP increase 6

7.2.3
Content Delivery Emulation and Simulation

7.2.3.1
Introduction

Based on the discussion in clause 6.2, the content modeling is documented in Figure 5. This modeling includes:

· V-Model input

· Global configuration for encoder

· Statistical or dynamic feedback from content delivery receiver

· A decoding model

· Quality Model


[image: image20]
The content encoding is modelled as follows:

· For frame i from V-Trace (based on sample time) 

· Read frame i from V-Trace (timestamp) 

· Read latest dynamic information from dynamic status info  

· Do a model encoding (based on input parameters)

· For slice s=1, 2, …, S

· Drop slice s with associated parameters

· new slice available creates IP packets

· For IP packet p=1, 2, …, P
· Drop IP packet with associated parameters and with timestamp to S-Trace 1, but also parameters such as slice number
Configuration parameters for content encoding may include

· Input: Global configuration

· Bitrate Control: Constant Quality, Constant Bitrate, Feedback-based Variable Bitrate, Constant Rate Factor 28

· Slice Setting (number of slices 10, maximum slice size)

· Error Resilience, Frame-based, Slice-based, Periodic Intra Refresh 10, Feedback-based intra refresh, Feedback-based prediction (NVIDIA: Period Intra Refresh, Reference Picture Invalidation)

· Input: Dynamic per slice information 
· off
· statistically for bitrate or losses with some delay 

· operational for bitrate or losses with some delay
Model encoding is for further study, but aspects to be taken into account are:

· Impacts of QP settings and intra ratio and slice settings

· Feedback

· Bitrate adjustments: Encoder gets an encoding bitrate and adjusts QP (see +/-1 ( 12%)
· Add Intra in case of a lost slice: significantly more intra added in case of a reported loss. Intra covers large area (depending on motion vector activity) 

· Predicting from ACK only: statistical increase for frame size for lost slices, as not the latest one can be used

· Slice settings

Decoding emulation is based on the delay and loss of slices. Late and lost slices are considered unavailable and cause errors.
7.2.3.2
V-Trace Format:

· Needs some kind of encoding configuration

· Applied bitrate control

· Parameters of the command

· CRF encoding with CRFref = 28

· 1 slice, I and P encoding

· Reference frames

· Presentation Time Stamp

· POC Picture Order Count - The display order of the frames.

· I-Frame

· QP Quantization Parameter decided for the frame.

· Bits Number of bits consumed by the frame.

· PSNR Peak signal to noise ratio for Y, U and V planes.

· SSIM A quality metric that denotes the structural similarity between frames.

· Total frame time Total time spent to encode the frame.

· P-Frame

· POC Picture Order Count - The display order of the frames.
· QP Quantization Parameter decided for the frame.

· Bits Number of bits consumed by the frame.

· PSNR Peak signal to noise ratio for Y, U and V planes.

· SSIM A quality metric that denotes the structural similarity between frames.

· Latency Latency in terms of number of frames between when the frame was given in and when the frame is given out.

· Ref lists POC of references in lists 0 and 1 for the frame.

· Total frame time Total time spent to encode the frame.

· Percentage CU Intra

· Percentage CU Merge

· Percentage CU Skip

· Percentage CU Inter

In the example attached

· Yellow: Used for Encoding Modelling in CRF mode
7.2.3.3
Global Configuration (each of the following):

· Bitrate Control (one of the following): 
· Constant Bitrate – bitrate & buffer

· Feedback-based Variable Bitrate - dynamic 
· Constant Rate Factor – rate factor with CRF (default: CRFref is used)
· Slice Setting (one of the following)

· Default – no slices

· number of slices – number of slices (typical numbers are 4, 8, 16)
· maximum slice size – number in bytes

· Error Resilience (one of the following)

· Intra-refresh frame parameter would be the period (default is no intra refresh)
· Intra-refresh slice: period (1 ( 1 slice every 1 frame with the slice being picked as POC mod #slices ) 2 ( 1 slice every 2 frames)

· Feedback-based 
· Mode:

· intra refresh: add an intra for the lost slice

· ACK-mode: only use acknowledge slices in prediction

· NACK-mode: use an old reference frame or intra in case of loss

7.2.3.4
Dynamic status:

· Max number of bits for next frame (external rate control)

· frame Number, slice number ACK/NACK/unknown
7.2.3.5
Content Encoding Modelling

The content encoding is modelled as follows:

· Create a map of slices, CTU maps (64 x 64) and reference frames 

· Example: 2048 x 2048, 8 slices, 3 reference frames

· Addresses for 2048 / (8 * 64) = 4 rows with 32 CTUs for 8 slices in 3 frames maintained. 

· For each CTU store encoding mode:

· intra/inter+merge/skip

· largest reference frame (only previous one is used in simple config)

· For frame i from V-Trace (based on sample time) 

· Read frame i from V-Trace (timestamp) 

· Read latest dynamic information from dynamic status info, if applicable 

· Do a model encoding

· Input parameters: V-Trace, global configuration, dynamic status (if applicable)

· Output: s slices with parameters

· Based on the map of intra and inter for each slice/MB

· Constant CRF

· Re-use the CRFref for which the Trace was generated.

· For every CTU

· Take P-frame intra/inter/merge/skip percentage and decide intra/inter/merge/skip randomly. This is done that the number of MBs is matching the trace entry.

· For every slice, 

· apply intra/(inter + reference) decision as follows

· Periodic: slice mode follows pattern, other inter + reference 1

· Feedback intra: slice was lost => intra, else inter + reference 1

· Feedback ack: only ACK slices => reference inter + reference backward (typically more than 1), such that the slice was acked. 

· Feedback NACK: slice nack => reference inter + reference backward (typically more than 1) prior to NACK or intra.

· For intra slices, 

· overwrite the above CTU decision and make it an intra

· draw a number of bits for the slice 

· that takes into account

· the type of the CTU

· the information in the trace file

· the total amount of the bits for this slice by the following modelling

· intra size: 

· take total intra size and divide by number of CTUs as medium value

· apply Gaussian drawing with 10% variance of the total number of bits

· Use the CRF and apply adjustment as follows

· FinalBits = Bits * pow(2, (CRFref – CRF)/6)

· QPnew = QPref - (CRF – CRFref)

· skip:

· 1 byte

· merge + inter

· compute medium value as total inter size (total P-size - intra-percentage*intra-size – skip-percentage) and divide by number of inter CTUs (total CTUs*(1 – intra_percentage – skip_percentage))

· reference frame 1

· apply Gaussian drawing with 20% variance of the total number of bits with medium value

· Use the CRF and apply adjustment as follows

· FinalBits = Bits * pow(2, (CRFref – CRF)/6)

· QPnew = QPref - (CRF – CRFref)

· reference frame more than 1, it is X

· take total inter size and divide by number of CTUs as medium value

· multiply the medium value with X

· apply Gaussian drawing with 20% variance of the total number of bits

· do also intra test as above, if intra is lower, apply intra, else this inter mode.

· Use the CRF and apply adjustment as follows

· FinalBits = Bits * pow(2, (CRFref – CRF)/6)

· QPnew = QPref - (CRF – CRFref)

· sum up the size of each CTU for the slice

· Dump the following information:

· Slice Timing/frame count

· Left or right eye

· Slice availability (after the slice timing) relative to 0. 

· Without encoding delay this is the same as the slice. time. 

· Quality/QPnew

· New PSNR – add a function

· Slice size

· Slice type

· CTU types

· Bitrate constrained – a total max of bits available max_bits

· Do the same as for constant CRF

· Iterate to the smallest CRF that fulfill max_bits

The following issues are not yet included:

· Modelling of encoding times – no priority

· Model encoding delay.

· We also need to address the two independent buffers for left and right eye.

· Can we for now create the same process

· Option 1: Same timing

· Option 2: staggered left right at half the frame rate

· Can we derive a new PSNR for the updated QP?

· (Thomas) check for model

· In the absence of a model, we just make 1 QP step up reduces PSNR by 1dB (linear)

· What about slice modelling and all the issues that we saw

· Ignore slice modelling for now, no bitrate change compared to not using slices.

· We need to also address ACK/NACK based feedback

· NACK already addressed above.

· ACK you only take acknowledged slice/frames for references – this basically extends the reference frame the feedback delay per slice.

7.2.3.6
Rate Control

· Parameters
· Total average bit budget per frame: Tbits

· Window size is W

· Allocated bits to frame i: Bits[i]

· Allocated bits in model encoding (from V-Trace): A[i]

· Forced intra period – intra_period = 1, 2, … (0 means no forced intra)

· Algorithm
· Available Bits B[i] = Tbits*W – sum (j=i-W+1) (i-1) Bits[j]
· If A[i] <= Tbits + (B[i] – Tbits)/(W/factor)
· Then
· Bits[i] = A[i]
· Else 
· Increase QP such that Bits [i] results in both of the following being fulfilled
· sum (j=i-W+1) (i) Bits[j] < Tbits (total budget not exceeded over window)

· If intra_period is 0: Bits[i] <= Tbits + (B[i] – Tbits)/(W/factor) (only take a fair portion of the excess bitrate such that you do not overshoot too much)

· if intra_period is > 0: Bits[i] <= (Tbits + (B[i] – Tbits)/(W/factor)) * intra_period/((intra_period -1) + ifactor)

Factor is set to 2. Ifactor is set to 3.
7.2.3.7
Slice to RTP/IP Packets
Configuration

· Maximum MTU size, e.g. 1500 bytes – last packet just fills the remaining data. 

For each slice, create fragmentation units

· Separate slice into several same size max packets except for the last.

· Add to each packet the slice number

Now we have a packet delay/loss simulator for the RTP packets.

In order to align the mapping with common 3GPP knowledge and deployments, the following information is relevant based on the Reply LS New Standardized 5QIs for 5G-AIS (Advanced Interactive Services) from SA2 to SA4.
In their reply LS, SA4 highlighted that:

"In the context of Rel-17 FS_XRTraffic, it has been considered to also permit IP packet sizes that may carry an entire video frame, which may as an example be as large as 30 kB, with exceptions potentially even 100 kB (see above). […]"
Consideration 1: There may be network deployments that uniformly support the transport of packets with larger Maximum Transfer Unit (MTU) sizes (for example with ethernet jumbo frames of transport MTU size up to 9216 octets), but according to TS 23.501, clause 5.6.10.4 and Annex J, the typical link MTU size is 1358 bytes. This means that for typical network deployments the IP packets size larger than 1358 bytes will imply IP fragmentation. Please SA4 also take this into account for their Rel-17 FS_XRTraffic study.
7.2.4
RAN Simulation

We believe that initially SA4 should emulate RAN simulation based on existing 5QIs. Once complete this should be provided to the RAN group for discussion.

The RAN simulation parameters are as follows:

-
packet loss statistics

-
delay statistic

-
Is the loss probability/delay depending on the amount of data that is produced?

7.2.5
Quality Evaluation

7.2.5.1
Overview

Quality Evaluation is based on two aspects, namely the encoding quality and the quality degradation due to lost slices. This evaluation is shown in Figure 6.
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The following simulation is proposed for identifying damaged macroblocks:

· Keep a state for each macroblock

· Damaged

· Correct

· Macroblock is damaged

· If it is part of a slice that is lost for this transmission

· If it is correctly received, but it predicts from a wrong macroblock

· Macroblock is correct 

· If it is received correctly and it predicts for a non-damaged macroblock

· Predicting from non-damaged macroblock means

· Spatial prediction is correct

· Temporal prediction is correct

· Recovering MBs done by Intra Refresh and predicting from correct MBs again.

Depending on the configuration and the setting of the delivered video quality, different results may be obtained. An example is shown in Figure 7.

A quality threshold may for example be to have at most 0.1 % of damaged video area. Also the quality of the original content may be a threshold. Details are ffs.
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7.2.5.2
Slice Recovery

At the recovery the following happens for recovering RTP/IP packet traces:

-
if one packet of a slice is lost the entire slice is lost

-
the delay of the latest packet determines the arrival time of the slice.

· Dump the following information:

· Slice Timing/frame count

· Left or right eye

· Slice availability (after the slice timing) relative to 0. 

· The time it took through system

· It can also be infinite = lost

· Quality/QPnew

· New PSNR – add a function

· Slice size

· Slice type

· CTU types

The result is a slice delay trace

· Slice Timing/frame count

· Left or right eye

· Slice availability (after the slice timing) relative to 0. 

· The time it took through system

· It can also be infinite = lost

· Quality/QPnew

· New PSNR – add a function

· Slice size

· Slice type

· CTU types

7.2.5.3
Quality Measurement

Input information

· Trace of

· Slice Timing/frame count

· Left or right eye

· Slice availability (after the slice timing) relative to 0. 

· The time it took through system

· It can also be infinite = lost

· Quality/QPnew

· New PSNR – add a function

· Slice size

· Slice type

· CTU types

Run the following algorithm:

· Input parameters.

· Parameters of source

· Resolution

· reference frames

· Slice Trace

· Loss delay

· Decoding delay: do we want to model decoding of late arriving slices, i.e. they can still be decoded and used as reference, but not as part of the presentation. For now this is not assumed.

· Create a map of slices, CTU maps (64 x 64) and reference frames 

· Example: 2048 x 2048, 8 slices, 3 reference frames

· Addresses for 2048 / (8 * 64) = 4 rows with 32 CTUs for 8 slices in 3 frames maintained.

· For each CTU of each frame, store mode:

· Correct

· Damaged

· Unavailable

· Initialize all CTUs as unavailable

· For each frame i 

· Get all slices from trace for the frame

· For all slices that are lost or later than decoding delay

· Mark all CTUs as unavailable

· Indicate the slice loss for feedback

· For all slices are received

· Indicate the slice received for “feedback”

· If it is an intra CTU, mark it correct

· If it is an inter CTU and it references a damaged or unavailable CTU, mark it as damaged, otherwise mark it as correct

· Referencing is determined as follows (note a better model may be developed in the future)

· The CTU in the new frame references the CTU at the same position in the referencing frame is 100% 

· The probability of referencing a neighbouring CTU top/bottom/left/right is 50%

· The probability of referencing a neighbouring CTU is 50%, if one of the two top/botton/left/right is referenced, and 100% if both are referenced, and is 0% if none are referenced.

· Compute the totally unavailable and damaged CTUs in this frame

· Compute the average PSNR for this frame

· avPSNR = PSNR * correctCTUs/totalCTUs + PSNRwrong (1- correctCTUs/totalCTUs) with PSNRwrong = 0

· Run this independently for each eye buffer

7.2.7
Simulation Parameters and Options

As a summary from the above, there are still quite many simulation parameters and options. Below is a proposal for a reduced setting:

· XR Gaming Sequence + 6DoF movement (1+ option)

· Qualcomm will provide a 1 min V-Trace for low latency

· Others?

· Frame Rate (1+):

· 60 fps (for others input welcome)

· Slice setting (1):

· 1 slice, 8 slices

· Encoding delay (2)

· None

· Equally distributed over frame interval 

· Error resilience (2)

· GDR 1 slice per frame

· Feedback based NACK 

· Rate control (3):

· CRF=28

· Capped VBR with CRF 28

· Feedback controlled

· Content delivery (2)

· Eye buffers: same time, staggered

· RTP-based NACK, if needed.

· Downlink delay budget (2)

· 50ms, 100ms

· RAN Configuration (tbd)

The above results in 96 combinations for each sequence, a subset may be selected.
7.2.6
Software Package

All software packages are available here https://github.com/haudiobe/XR-Traffic-Model/tree/strace-encoder. The README is provided below.
XR-Traffic-Model
installation

Python 3.6.9 or above is required. To install dependencies, run :

pip install -r ./requirements.txt

V-trace to S-trace model encoder

The model encoder takes in a csv file with V-trace as rows, and by default outputs another csv with S-trace as rows.

Explicit configuration options need to be passed over as command line arguments. For the full list of options and their default values, just run:

python ./xrtm_encoder.py --help

V-trace format

see ./sample.vtrace.csv for sample data

Example usage

the default frame size (w)2048 * (h)2048. see next section for customization option details.

model encode w/ periodic slice refresh, 16 slices per frame, with a custom CRF adjustment

python ./xrtm_encoder.py -i ./sample.vtrace.csv -s=16 -e=2 --crf=25 -o ./strace_out.csv

model encode w/ feedback based error resilience, 32 slices per frame, no CRF adjustment

python ./xrtm_encoder.py -i ./sample.vtrace.csv -s=32 -e=3 ./strace_out.csv

model encode w/ periodic frame refresh, one I-frame every 60 frames, 8 slices per frame

python ./xrtm_encoder.py -i ./sample.vtrace.csv -e=1 -s=8 -g=60 ./strace_out.csv

Configuration / CLI arguments

width / height

-W or --width
-H or --height
Frame width/height is not specified as part of the V-trace model. Instead, you specify it explicitely. The default values are -W=2048 and -H=2048
Slices

-s or --slices
specifies how many slices (S-trace) per frame (V-trace) the model encoder must produce

the resulting slice height must be a multiple of 64.

Slices are generated by dividing the frame height evenly vertically, and using the full frame width.

Error resilience modes
-e or --erm
3 error resilience modes are implemented. Error resilience modes manages the intra coding decision, overriding the picture coding type specified in V-trace data.

PERIODIC_FRAME -e=1 or --erm=1 (default)
an intra frame is inserted every n frames.

how often intra frame must be inserted is specified using the -g or --gop option

python ./xrtm_encoder.py -i ./vtrace.csv -s=4 -e=1 -g=60

in this mode, feedack is not currently taken into account.

PERIODIC_SLICE -e=2 or --erm=2
Only the first frame will be a full intra. Then periodic intra refresh is performed through slices. The intra slice index incremented on each frame: is_intra_slice = ((frame_poc % slices_per_frame) == slice_idx).

python ./xrtm_encoder.py -i ./vtrace.csv -s=4 -e=2

in this mode, feedack is not currently taken into account.

FEEDBACK_BASED -e=3 or --erm=3
The first frame gets encoded as Intra, then all subsequent frames get encoded as Inter, unless client feedback status requests otherwise.

Currently, the reported status is generated randomly at slice level, the encoder handles only INTRA_REFRESH and NACK feedback status only.

Implementing a client for status reporting :

the client needs to implement the xrtm_feedback.FeedbackStatus interface. when the encoder class is instantiated, it receives the FeedbackStatus implementation as a dependency.

Rate control mode
the model encoder currently only supports CRF

--crf
This option generates S-trace with adjusted bit size that takes into account the specified target CRF. When unspecified, the CRF from V-trace is used and remains unchanged.

Misc options
--log_level
default=0 - set log level. 0:CRITICAL, 1:INFO, 2:DEBUG

--plot
plot V-trace and S-trace stats using matplotlib

7.2.7
Video Decoding and Reconstruction

7.2.7.1
Overview

Video decoding and reconstruction primarily addresses to identify areas of the image that are correct and those that are damaged. It also includes the encoding quality of correctly received images.

The reconstruction quality evaluation is based on two aspects, namely the encoding quality and the quality degradation due to lost and late packets. This evaluation is shown in Figure 1520.
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Video decoding is based on input from S’-Trace and S-Trace, resulting in V’-Trace.

The following simulation is proposed for identifying damaged CUs:

· Keep a state for each CU

· Damaged

· Correct

· CU is damaged

· If it is part of a slice that is lost for this transmission

· If it is correctly received, but it predicts from a wrong CU

· CU is correct 

· If it is received correctly and it predicts for a non-damaged CU

· Predicting from non-damaged CU means

· Spatial prediction is correct

· Temporal prediction is correct

· Recovering CU done by Intra Refresh and predicting from correct CUs again.

Detailed modelling is provided in clause 7.2.7.3.

7.2.7.2
Configuration

No configuration is applied, but the input parameters are the S and S’-Trace.

7.2.7.3
Modelling

Input information

· S-Trace

· Slice index

· Slice metadata for reconstruction

· For every CU

· Size

· Mode

· Reference

· Quality/QPnew

· PSNR/PSNRnew

· S’-Trace

· Slice index

· Slice availability time

· Recovered slice position (0 => lost, in between, full)

Run the following algorithm:

· Input parameters.

· Parameters of source

· Resolution

· reference frames

· S’-Trace

· Create a map of slices, CU maps (64 x 64) and reference frames 

· Example: 2048 x 2048, 8 slices, 3 reference frames

· Addresses for 2048 / (8 * 64) = 4 rows with 32 CUs for 8 slices in 3 frames maintained.

· For each CU of each frame, store mode:

· Correct

· Damaged

· Unavailable

· Initialize all CUs as unavailable

· For each frame i 

· Get all slices from trace for the frame

· For all slices that are lost

· Mark all CUs as unavailable

· Indicate the slice loss for feedback

· For all slices are received

· Indicate the slice received for “feedback”

· If it is an intra CU, mark it correct

· If it is an inter CU and it references a damaged or unavailable CU, mark it as damaged, otherwise mark it as correct

· Referencing is determined as follows (note a better model may be developed in the future)

· The CU in the new frame references the CU at the same position in the referencing frame is 100% 

· The probability of referencing a neighbouring CU top/bottom/left/right is 50%

· The probability of referencing a neighbouring CU is 50%, if one of the two top/botton/left/right is referenced, and 100% if both are referenced, and is 0% if none are referenced.

· Compute the totally unavailable and damaged CUs in this frame

· Compute the average PSNR for this frame

· avPSNR = PSNR * correctCUs/totalCUs + PSNRwrong (1- correctCUs/totalCUs) with PSNRwrong = 0

· Run this independently for each eye buffer

· Dump this information into a V’-Trace according to format in 7.2.7.4.

· Add the availability time stamp
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7.2.7.4
V’-Trace

For each eye, provide the following information in the V-Trace

· Presentation Time Stamp

· Availability Time Stamp

· POC Picture Order Count - The display order of the frames.

· QPnew Quantization Parameter decided for the frame.

· Bits Number of bits consumed by the frame.

· PSNRnew Peak signal to noise ratio for Y, U and V planes.

· Percentage Correct

· Percentage Lost

· Percentage Damaged
· Total delay Total delay spent to deliver the frame.

· Percentage CU Intra

· Percentage CU Merge

· Percentage CU Skip

· Percentage CU Inter
For details see S4aV200627.
7.2.8
Quality Evaluation per User

7.2.8.1
Overview

The quality evaluation per user is applied to collect the statistics from the simulation. Different evaluation results are carried out taking into account input from V’-Trace, S’-Trace and P’-Trace for left and right eye as shown in Figure 1623.
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Different metrics are obtained, an example is shown in Error! Reference source not found.. A quality threshold may for example be to have at most 0.1 % of damaged video area. Also the quality of the original content may be a threshold. 
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7.2.8.2
Configuration

No configuration is provided, but the inputs of script are the V’-Trace, P’-Trace and S’-Trace for left and right eye.

7.2.8.3
Quality Metrics Definition and Computation

From P’-Traces
· Packet loss rates

· Packet late rates

From S’-Traces

· Slice loss rate

· Area loss rate for slice loss

· Area loss rate for suffix loss

From V’-Trace

· Percentage of damaged area

· Average encoded PSNR

· Average PSNR
7.3 Simulation System for Viewport Dependent 3DoF Streaming
7.3.1
 Overview

Figure 1 shows the proposed simulation structure for Viewport Dependent 3DoF Streaming. As follows are several issues to be clarified:

1) According to the simulation assumptions, content provider can provide appropriate raw VR media and processed VR panorama with required resolution, bitrate, and so on.
2) RAN provides the 5GS simulation which consists of 5G system and radio configuration.

3) SA4 addresses the encoding/decoding and content delivery part, and one thing worth explaining is that the tiling procedure may be realized using tools that are open or developed by companies, keeping within bounds of 3GPP and MPEG(OMAF) specifications.
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Figure 1 Simulation Structure For Viewport Dependent 3DoF Streaming

Figure 2 shows a potential simulation result.
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Figure 2 Potential Simulation Results
For the same number of users, the quality of viewport video at 8K resolution is expected to be relatively better than that of 6K video.

For the same resolution but different number of users, the video quality may decrease when the number of users grows, because of the limited network resource in one cell. 
7.4
Simulation System for Cloud Gaming

7.4.1
Overview
Figure 3 provides a simulation breakdown for split rendering. Three different areas of expertise are considered:

· Input on Video Signals related to the cloud gaming is expected to provide by companies

· SA4 addresses content encoding and content delivery, both on sender and receiver, and provides interfaces to 5G System and 5G radio.

· RAN addresses the simulation of 5G system and radio parameters.
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Based on such a simulation, Figure 4 provides a potential simulation result that documents the delivered video quality and the percentage of bad video. It is expected that with more users in a cell, either the video quality needs to be degraded or more artefacts will happen.
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7.4.2
Proposed Model Considerations

The same approach as for XR Split rendering is take for cloud gaming with the following differences:

· Only a single buffer is considered

· We use gaming sequences provided in TR 26.955 to generate V-Traces. Specifically, it is proposed to start with the yellow highlighted ones in clause 7.X.3.

· We identify other gaming sequences for V-Traces

7.4.3
Proposed Sequences

Table C.2.1-1, Gaming sequences categorization.

	Sequence description
	Categories

	Game sequence title
	Game type
	Sequences Characteristics
	A Low/medium dynamicity and complexity
	B:

 High dynamicity Low/medium complexity
	C:

High dynamicity and complexity
	D:

photo-realistic games games based on natural images/video
	E:

XR game content

Note: no sequences in that category

	Arena of Valor (AOV) 

(Tencent)
	multiplayer online battle arena 


	fix + 

Smooth travelling. Small incrustation. Stable at 90%. One pop-up incrustation.
	X
	
	
	
	

	Baolei-Man

(Tencent)
	online multiplayer first person shooter 
	Pursuit. Some irregular camera traveling. Small incrustation.

Stable at 99%
	
	X
	
	
	

	Baloei man 4k

(Tencent)
	online multiplayer first person shooter 
	Pursuit. Some irregular camera traveling. Small incrustation. Stable at 99%
	
	X
	
	
	

	Baolei-Woman

(Tencent)
	online multiplayer 

first person shooter 
	Pursuit. Lots of irregular camera traveling. Small incrustation. Stable at 90%
	
	
	X
	
	

	Baolei-woman 4K

(Tencent)
	online multiplayer 

first person shooter 
	Pursuit. Lots of irregular camera traveling. Small incrustation. Stable at 90%
	
	
	X
	
	

	Jianling-Temple

(Tencent)
	massive multiplayer online role-playing 
	Battle/pursuit. Lots of irregular camera traveling. Stable at 90% One small pop-up incrustation
	
	
	X
	
	

	Jianling-Beach

(Tencent)
	massive multiplayer online role-playing 
	Battle/pursuit. Dark scene. Irregular camera traveling. Small incrustation. Stable at 99%
	
	X
	
	
	

	Heroes of the Storm part 1

(kingston)
	a crossover multiplayer online battle arena
	Fix, plus 2 smooth small travelling 
	X
	
	
	
	

	Project CARS part 1

(kingston)
	Car racing game
	Realistic rendering. Constant smooth movement.  Small incrustation. Stable at 90%
	
	
	
	X
	

	WoW part 2

(kingston)
	multiplayer online role play
	Dark scene, irregular camera traveling. Small incrustation. Stable at 90%
	X
	
	
	
	

	Minecraft

(twitch)
	Casual game sandbox, brick construction
	Graphic : Lots of irregular camera traveling. Very small incrustation. Stable at 100%
	X
	
	
	
	

	CS:GO

(twitch)


	a multiplayer first-person shooter
	1/ first half of sequence is dark (300pict)

2/ fade (15 pict)

3/ action : first-person shooter
	X (first part)
	
	X (3rd part)
	
	

	StarCraft

(twitch)
	Real Time Strategy game
	fix + 

smooth travelling Small incrustation stable at 90%.
	
	X
	
	
	


7.5
Simulation System for XR Conversational
7.5.1
Suggestion of parameters for XR conversational traffic simulation for the permanent document and TR

For the video downlink it is suggested to use the split rendering use case with the same quality objectives and similar media as for VR2, thus the downlink parameters can be reused from the Clause 6.2.4 of the Permanent Document.

For the uplink, a video feed is added, where the video is low delay and high quality. Likewise, the pose information in the uplink is included also for use case 12. 
Audio configuration parameters are also added.
A data stream could also be added for example if BT devices are used
7.5.2
Proposed Assumptions and Simulation Parameters

[Note: changes were made to reduce the number of options]

It is proposed to only consider the following system parameters:

· User Interaction: 

· 6DOF based on body/head movement, 

· Formats of rasterized video signal. Typical parameters are:

· 2k x 2k at 60, 90, 120fps

· YUV 4:2:0 
· Encoder configuration 

· Codec: H.265/HEVC (optionally also H.264/AVC)

· Rate control: Capped VBR, QP
· Capped VBR: avg 25Mbps, max 50 Mbps
· Slice settings: 1 per frame, 8 per frame 
· Intra settings and error resilience: Periodic IDR (1 sec)
· Latency settings: P pictures only, look-ahead units only 0 (for minimum latency)

· Complexity settings for encoders aligned with presets in x265 (optionally also x264)

· Slice/frame loss rate should be below 10e-2. 
· Formats of UL video signal. Typical parameters are:

· 1080p at 60 fps

· YUV 4:2:0 
(Note that normal 2D video is assumed in the uplink. Videos from several participants and background is composed for HMD consumption in a conference server, see use case 12 of TR 26.928.)

· UL Encoder configuration
· Codec: H.265/HEVC (optionally also H.264/AVC)

· Rate control: Capped VBR, QP
· Capped VBR: avg 5/10Mbps, max 10/20 Mbps

· Slice/Tile settings: 1 per frame, 4 per frame 
· Intra settings and error resilience: Periodic IDR (1 sec)

· Latency settings: No look ahead for minimal latency

· Complexity settings for encoders aligned with presets in x265 (optionally also x264)

· Slice/frame loss rate should be below 10e-2. 
· Audio Encoder configuration (for both UL and DL) 

· Max Sampling Rate: 48 kHz

· Operation Point (following 3GPP TS 26.118 Table 6.1-1): 3GPP MPEG-H Audio (this Operation Point is specified for VR streaming in SA4 and can be used for simulation purposes for conversational services since the IVAS_Codec is not yet available)

· Average data Rate : 0.5 Mbps for each UL and DL

· Packet Loss rate should be below 10e-3

· Inter-frame time: 20-21.3 ms

· NOTE: For the simulation purposes, the inter-frame time can be assumed to be 21.3 ms considering MPEG-H, or if we consider that the actual conversational audio codec might be a different one, we could assume 20 ms, as this has so far been used for several 3GPP speech codecs

· Data Stream for both UL/DL (for example BT devices)

· Average data Rate : <0.5 Mbps for each UL and DL

· Inter-frame time: 10 ms

· Packet Loss rate should be below 10e-3

· Content Delivery

· Sending of eye buffers

· At the same time

· staggered

· Slice to IP mapping: Fragmentation

· RTP-based time codes and packet numbering

· RTP/RTCP-based feedback ACK/NACK

· RTP/RTCP-based feedback on bitrate
· RAN Configuration:

· QoS Settings (5QI): GBR, Latency, Loss Rate
· HARQ Handling, Scheduling

· Defined by RAN group

· Delay budget
· Split rendering part: same as for VR2

· End-to-end delay budget for the conversational audiovisual media:

· [<100 ms, <150 ms]
NOTE. This is includes transport, processing, coding, air interface, etc. For conversational delay aspects, 3GPP has a long history of using G.114 for reference. However, this specification provides guidelines for speech-only, while audiovisual is FFS. The mouth-to-ear delay to support very interactive conversations should be below 150 ms to avoid reduction in user satisfaction per P.805 conversational MOS tests. For the task performance measured according to P.1312, lower effectiveness was already observed at 100 ms. The more stringent 100 ms requirement was put into SA1 for interactive services in 5G (TS 22.261 clause 7.6.1).

· Receiver configuration:

· Loss Detection: sequence numbers

· Delay/Latency handling: Slices received after the deadline are treated as lost.

· Error Concealment: Copy macroblock for lost ones

· Warping: is considered sufficient if within delay budget.
· Quality Aspects
· Video quality (encoded)
· Lost data

Immersiveness (this applies only for DL, as the UL is 2D video)
7.6
Test Channels
In order to run simulation results for P-Traces, a test channel should be be defined. The test channel address two aspects:

· Permit to emulate typical radio conditions in terms delays and losses.

· Permit to evaluate the application quality for different representative radio conditions.
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It is proposed that a test channel is developed in SA4 taking into account input from RAN1 and possibly SA2.
Note that the test channel should preferably also be aligned with the QoS Model as defined in TS 23.501, clause 5.7. Note that TS 23.501 defines the following QoS characteristics

· Clause 5.7.3.2: Resource type (Non-GBR, GBR, Delay-critical GBR)
· A GBR QoS Flow uses either the GBR resource type or the Delay-critical GBR resource type. The definition of PDB and PER are different for GBR and Delay-critical GBR resource types, and the MDBV parameter applies only to the Delay-critical GBR resource type.
· A Non-GBR QoS Flow uses only the Non-GBR resource type.

· Clause 5.7.3.3: Priority Level;
· The Priority Level associated with 5G QoS characteristics indicates a priority in scheduling resources among QoS Flows. The lowest Priority Level value corresponds to the highest priority.
· Clause 5.7.3.4: Packet Delay Budget (including Core Network Packet Delay Budget);

· The Packet Delay Budget (PDB) defines an upper bound for the time that a packet may be delayed between the UE and the N6 termination point at the UPF. For a certain 5QI the value of the PDB is the same in UL and DL. In the case of 3GPP access, the PDB is used to support the configuration of scheduling and link layer functions (e.g., the setting of scheduling priority weights and HARQ target operating points). 

· For GBR QoS Flows using the Delay-critical resource type, a packet delayed more than PDB is counted as lost if the data burst is not exceeding the MDBV within the period of PDB and the QoS Flow is not exceeding the GFBR. For GBR QoS Flows with GBR resource type not exceeding GFBR, 98 percent of the packets shall not experience a delay exceeding the 5QI's PDB.

· Clause 5.7.3.5: Packet Error Rate;
· The Packet Error Rate (PER) defines an upper bound for the rate of PDUs (e.g. IP packets) that have been processed by the sender of a link layer protocol (e.g. RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in RAN of a 3GPP access). 
· Thus, the PER defines an upper bound for a rate of non-congestion related packet losses. The purpose of the PER is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in RAN of a 3GPP access). For every 5QI the value of the PER is the same in UL and DL. For GBR QoS Flows with Delay-critical GBR resource type, a packet which is delayed more than PDB is counted as lost, and included in the PER unless the data burst is exceeding the MDBV within the period of PDB or the QoS Flow is exceeding the GFBR.

· Clause 5.7.3.6: Averaging window (for GBR and Delay-critical GBR resource type only);
· Each GBR QoS Flow shall be associated with an Averaging window. The Averaging window represents the duration over which the GFBR and MFBR shall be calculated (e.g. in the (R)AN, UPF, UE).

· Clause 5.7.3.7: Maximum Data Burst Volume (for Delay-critical GBR resource type only).
· Each GBR QoS Flow with Delay-critical resource type shall be associated with a Maximum Data Burst Volume (MDBV).

· MDBV denotes the largest amount of data that the 5G-AN is required to serve within a period of 5G-AN PDB.

· Every standardized 5QI (of Delay-critical GBR resource type) is associated with a default value for the MDBV (specified in QoS characteristics Table 5.7.4.1). The MDBV may also be signalled together with a standardized 5QI to the (R)AN, and if it is received, it shall be used instead of the default value.

· The MDBV may also be signalled together with a pre-configured 5QI to the (R)AN, and if it is received, it shall be used instead of the pre-configured value
As of now, we propose to apply the following model and parameters:

1) Packet Error Rate:  

a. Parameters:

i. Packet Error Rate

b. Model: 

i. iid losses independent of the packet size
2) Packet delays: 

a. Parameter:

i. max_delay

b. Model

i. iid distributed latency between 0 and a max_value
Additional aspects of the QoS model and the RAN model should be considered eventually.
8
Traces and Configurations for VR2, CG and AR2

8.1
Introduction

This document provides an overview of software tools, trace formats and configurations. 

This model can be used for 

· VR2: Split Rendering, 

· CG: Cloud Gaming, 

· AR2: XR Conversational. 

The usage for others service is ffs.

The document also provides initial recommended configurations for each of the above scenarios and provides relevant P-Traces.

8.2
Basics

The trace formats are defined as CSV files and follow the recommendation in RFC4180 "Common Format and MIME Type for CSV Files". For CSV files, headers are added to identify the data types. From existing CSV types, the online tool https://csv.openbridge.dev/ has been used to 

1) Validate the csv file

2) Create a schema for the files.

The configurations are provided as JSON documents.

The software is provided here: https://github.com/haudiobe/XR-Traffic-Model. Note that not all possible configurations are yet supported.
8.3
Software Functions and APIs

8.3.1 Overview

An overview of the different software modules and APIs are provided in Figure 1.
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For each of the APIs, the data formats are provided and a detailed semantical description.

For RAN, the P-Traces are provided, and RAN simulation provides as outputs of P-Traces. 

In clause 3.4, detailed summary of the configuration is provided.

The details of the functional blocks are provided in updates to permanent documents. 

8.3.2
Functions

An overview of the functions is as follows

1) Content Model: Provides typical characteristics for the XR content model for video, audio and potentially other data. This content is rendered for XR/CG consumption. 

2) Content Encoding Model: Provides the details for the content encoding in order to meet certain objectives. This includes the generation of sequences of application data units (slices, video frames, audio frames, etc.) and the incurred timestamp of each of the units is available.

3) Content Delivery Model: provides details on content delivery, for example packetization, delay jitter, but possibly also more sophisticated models such as retransmission, TCP operations and so on. This also includes emulation of 5G Core Network. It produces packet traces (timestamp and size of each packet) based on traces of application data units.

4) RAN Simulation: The RAN simulator receives sequences/traces of packets at a given time and of a specified size. The packets may have additional metadata assigned that can potentially be used by the radio simulator. The packet traces are provided for multiple users and reflect typical traffic characteristics. The RAN simulator provides packet traces after delivery that reflect the occurred delays and losses for each user.

5) Content Receiver Model: The content receiver converts the packet traces into application units taking into account delays and losses occurred. It may also model additional functions such as retransmissions or FEC, if applicable.

6) Content Decoding Model: The decoding model uses the received application units to model the reconstruction of timed data (video frames, audio) taking into account delays, losses and also content model properties (error propagation, refresh data and so on).

7) Quality Evaluation: A quality evaluation tool is provided that takes into account traces to compute different quality metrics based on packet, application unit and media quality.

8) Uplink Model: A model for the uplink traffic in a similar fashion also providing packet traces.

8.3.3
Traces and Trace Formats

8.3.3.1 Introduction

This clause provides an overview of the individual trace formats.
8.3.3.2 V-Trace

For each frame in the video sequence, the following information is provided.

	Name
	Type
	Semantics

	time_stamp_in_micro_s
	BIGINT
	Associated rendering time of the frame

	encode_order
	BIGINT
	The display order of the frames

	i_qp
	BIGINT
	Quantization Parameter decided for the I frame.

	i_bits
	BIGINT
	Number of bits consumed by the I frame.

	i_y_psnr
	BIGINT
	Peak signal to noise ratio for Y planes in dB and multiplied by 1000 for I frame.

	i_u_psnr
	BIGINT
	Peak signal to noise ratio for U planes in dB and multiplied by 1000 for I frame.

	i_v_psnr
	BIGINT
	Peak signal to noise ratio for V planes in dB and multiplied by 1000 for I frame.

	i_yuv_psnr
	BIGINT
	Peak signal to noise ratio for weighted Y, U and V planes in dB and multiplied by 1000 for I frame.

	i_ssim
	BIGINT
	Quality metric that denotes the structural similarity between frames for I frame.

	i_ssim_d_b
	BIGINT
	Quality metric that denotes the structural similarity between frames in dB for I frame.

	i_total_frame_time_ms
	BIGINT
	Total time spent to encode the frame for I frame.

	p_poc
	BIGINT
	The display order of the frames for P

	p_qp
	BIGINT
	Quantization Parameter decided for the P frame.

	p_bits
	BIGINT
	Number of bits consumed by the P frame.

	p_y_psnr
	BIGINT
	Peak signal to noise ratio for Y planes in dB and multiplied by 1000 for P frame.

	p_u_psnr
	BIGINT
	Peak signal to noise ratio for U planes in dB and multiplied by 1000 for P frame.

	p_v_psnr
	BIGINT
	Peak signal to noise ratio for V planes in dB and multiplied by 1000 for P frame.

	p_yuv_psnr
	BIGINT
	Peak signal to noise ratio for weighted Y, U and V planes in dB and multiplied by 1000 for P frame.

	p_ssim
	BIGINT
	Quality metric that denotes the structural similarity between frames for P frame.

	p_ssim_d_b
	BIGINT
	Quality metric that denotes the structural similarity between frames in dB for P frame.

	p_total_frame_time_ms
	BIGINT
	Total time spent to encode the frame for P frame.

	intra
	DOUBLE PRECISION
	Percentage of intra Coding Units in P frame

	merge
	DOUBLE PRECISION
	Percentage of merge Coding Units in P frame

	skip
	DOUBLE PRECISION
	Percentage of skip Coding Units in P frame

	inter
	DOUBLE PRECISION
	Percentage of inter Coding Units in P frame


8.3.3.4 S-Trace

For each generated slice, the following information is provided.

	Name
	Type
	Semantics

	index
	BIGINT
	Unique index increased by 1 and indexing this row in the S-Trace file.

	time_stamp_in_micro_s
	BIGINT
	Availability time of slice after encoder relative to start time 0 in microseconds.

	size
	BIGINT
	Slice size in bytes.

	render_timing
	BIGINT
	the rendering generation timing associated to the frame

	buffer
	BIGINT
	The associated eye buffer 1=left 2=right

In general, differentiates application traffic for different buffers, for example audio, video, left eye, right eye.

	frame_index
	BIGINT
	Frame index to identify the frame buffer

	type
	BIGINT
	The slice type 1=intra 2=inter

	importance
	BIGINT
	assigned relative importance information (higher number means higher importance)

	start_address_cu
	BIGINT
	start address of CU in slice

	number_cus
	BIGINT
	total number of CUs in slice

	frame_file
	STRING
	Reference to frame file containing information for each CU including index and eyebuffer


For each frame, a csv file is generated that documents the following information.

	Name
	Type
	Semantics

	address
	BIGINT
	Address of CU in frame.

	size
	BIGINT
	CU size in bits

	mode
	BIGINT
	The mode of the CU 1=intra, 2=merge, 3=skip, 4=inter

	reference
	BIGINT
	The reference frame of the CU 0 n/a, 1=previous, 2=2 in past, etc.

	qpnew
	BIGINT
	the QP decided for the CU

	psnr_y
	BIGINT
	the estimated Y-PSNR for the CU in dB multiplied by 1000

	psnr_yuv
	BIGINT
	the estimated weighted YUV-PSNR for the CU dB multiplied by 1000


8.3.3.5 P-Trace

For each packet in the delivery, the following information is provided.

The cyan highlighted data is considered what is typically available to RAN delivery.

However, SA4 decided to provide additional signals in the traces in yellow that may be used by RAN1 in their delivery optimizations.

	Name
	Type
	Semantics

	number
	BIGINT
	Unique packet number in the delivery

	time_stamp_in_micro_s
	BIGINT
	Availability time of packet for next processing step relative to start time 0 in microseconds (0 means lost).

	size
	BIGINT
	packet size in bytes.

	user_id
	BIGINT
	assigns an id to the user in order to differentiate

	buffer
	BIGINT
	The associated eye buffer 1=left 2=right

In general, differentiates application traffic for different buffers, for example audio, video, left eye, right eye. For example mapped to port or track.

	delay
	BIGINT
	Delay observed of the packet in the last processing step (-1 means lost)

	render_timing
	BIGINT
	the rendering generation timing associated to the media included in the packet.

	number_in_unit
	BIGINT
	The number of the packet within the unit (slice), start at 1

	last_in_unit
	BIGINT
	Indicates if this is the last packet in the slice/unit 0=no, 1=yes 

	type
	BIGINT
	The data type of the unit 

0 unknown

For video 1=intra 2=inter

	importance
	BIGINT
	assigned relative importance information (higher number means higher importance)


First and foremost, the yellow information would not be available to RAN delivery in the incoming IP packets. Also RAN would have no understanding of the typical correlation of such packets or application characteristics, for example based on periodic video frames and so on.

5GS through the QoS model may provide the ability that application streams are separated into different streams or the streams are at least marked accordingly. Details would need further discussion with SA2 on how application traffic and packet properties or stream properties can be matched to the 5G System architecture. This aspect may be considered, once it is identified that certain “cross-layer” markings make sense.

Based on this, it is proposed to stick with the basic packet trace structure as defined by SA4 and that RAN1 can assume that RAN1 may have access to the above packet information. The above information may be extended by SA4 based on input contributions.

Agreement 1: It is agreed

· that SA4 develops packet traces according to the above format

· that simulations both by RAN1 as well as SA4 are carried out using the cyan parameters only as a baseline.

· that simulations both by RAN1 as well as SA4 may be carried out using the yellow parameters as an enhancement.

· that any new packet-based markers may be added based on SA4 agreement

· that realization in the 5G System is addressed once the benefits of an approach are identified.

8.3.3.6 P’-Trace

For each packet in after delivery, the P’-Trace is provided. The P’-Trace has the same format as the P-Trace.
8.3.3.7 S’-Trace

For each generated slice/data unit, the following information is provided.

	Name
	Type
	Semantics

	index
	BIGINT
	Unique slice index increased by 1 and indexing this row in the S-Trace file.

	time_stamp_in_micro_s
	BIGINT
	Availability time of slice at decoder relative to start time 0 in microseconds.

	recovery_position
	BIGINT
	Recovered unit position (0 => lost, in between, full)

	size
	BIGINT
	Original size of slice/data unit in bytes.

	render_timing
	BIGINT
	the rendering generation timing associated to the frame

	start_address_cu
	BIGINT
	start address of CU in slice

	number_cus
	BIGINT
	total number of CUs in slice

	frame_file
	STRING
	Reference to frame file containing information for each CU


8.3.3.6 V’-Trace

For each slice in after delivery, the following information is provided.

	Name
	Type
	Semantics

	time_stamp_in_micro_s
	BIGINT
	Availability time of frame after decoder relative to start time 0 in microseconds.

	render_timing
	BIGINT
	the rendering generation timing associated to the frame

	QP
	BIGINT
	Quantization Parameter decided for the frame.

	bits
	BIGINT
	number of bits consumed by the frame.

	psnr_y
	BIGINT
	the encoded Y-PSNR for the frame in dB multiplied by 1000

	psnr_yuv
	BIGINT
	The encoded weighted YUV-PSNR for the frame in dB multiplied by 1000

	rpsnr_y
	BIGINT
	the estimated recovered Y-PSNR for the frame in dB multiplied by 1000

	rpsnr_yuv
	BIGINT
	the estimated weighted recovered YUV-PSNR for the frame in dB multiplied by 1000

	total_CUs
	BIGINT
	Total number of CUs

	correct_CUs
	BIGINT
	Number of correct CUs

	lost_CUs
	BIGINT
	Number of lost CUs

	damaged_CUs
	BIGINT
	Number of damaged CUs due to error propagation


8.3.3.7 Q-Trace

For each user and each buffer, the quality is provided.

	Name
	Type
	Semantics

	user
	BIGINT
	User id.

	buffer
	BIGINT
	the buffer information

	type
	TEXT
	video, audio or data

	total_packets
	BIGINT
	Total amount of packets that have been sent

	duration
	BIGINT
	Duration of the simulation in ms

	PLoR
	DOUBLE PRECISION
	Packet loss rate

	PLaR
	DOUBLE PRECISION
	Packet late rate

	SLR
	DOUBLE PRECISION
	Slice loss rate for video, if not present, n/a

	CAR
	DOUBLE PRECISION
	Correct Area rate for video, if not present, n/a

	ALR
	DOUBLE PRECISION
	Area loss rate for video, if not present, n/a

	DAR
	DOUBLE PRECISION
	Area damage rate for video, if not present, n/a

	LDR
	DOUBLE PRECISION
	Area loss and damage rate for video, if not present, n/a

	PSNR
	DOUBLE PRECISION
	Average encoded PSNR for video, if not present, n/a

	PSNRyuv
	DOUBLE PRECISION
	Average encoded PSNRyuv for video, if not present, n/a

	RPSNR
	DOUBLE PRECISION
	Average recovered PSNR for video, if not present, n/a

	RPSNRyuv
	DOUBLE PRECISION
	Average recovered PSNRyuv for video, if not present, n/a

sum_frame (sum_cu PSNR[frame][cu] * indicator(correct[frame][cu]))/total_CU[frame]

with indicator(condition) = 1 if condition is TRUE and 0 if condition is wrong

	MOS
	DOUBLE PRECISION
	Average audio MOS for audio, if not present, n/a


8.3.4
Configuration

8.3.4.1 Introduction

This clause provides an overview of the individual configurations for each of the modules. The configuration files are JSON formatted.

8.3.4.2 V-Traces

The following V-Traces exist:

· Example: 

· Preview:

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Example/out00004-265.mp4
· V-Trace xlsx

· tbd 

· V-Trace csv 

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Example/V-Trace.csv
· Qualcomm VR-1 Trace with left and right eye as available here:

· 1 minute clip that shows movement through a 3D content.

· Left Eye:

· Preview:

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR1/output-left.mp4
· V-Trace xlsx

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR1/V-Trace-left.xlsx

· V-Trace csv

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR1/V-Trace-left.csv

· Right Eye

· Previews

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR1/output-right.mp4
· V-Trace xlsx

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR1/V-Trace-right.xlsx

· V-Trace csv

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR1/V-Trace-right.csv

· Qualcomm VR-2 Export:

· Car racing: The V-Traces are generated for 1min between 60s and 120s.

· Left Eye:

· Preview:

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2/clip_left.mp4

· V-Trace xlsx for 60 – 120 seconds
· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2/V-Trace-left.xlsx

· V-Trace csv for 60 – 120 seconds
· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2/V-Trace-left.csv

· Right Eye

· Preview

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2/clip_right.mp4

· V-Trace xlsx for 60 – 120 seconds

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2/V-Trace-right.xlsx

· V-Trace csv for 60 – 120 seconds

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2/V-Trace-right.csv

More V-Traces may be generated.

8.3.4.2 Content Encoding Model Configuration

Overview
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· V-Traces input buffers (1 … N)

· Source properties

· Start time

· total frames (provides how many frames are generated). If frames are more than in V-Traces, this is looped and restarted.

· Note: if start time is later than 1st frame, then it assumed that all reference frames have been received already.

· Bitrate Control (one of the following): 

· CBR: Constant Bitrate with four parameters

· Bitrate in bit/s

· Buffer window in number of frames: 

· 1 => constant frame size

· 12 => 200ms at 60 fps, 

· 120 => 2 seconds at 60 fps

· minQP = 10 (optional)

· maxQP = 40 (optional)

· Algorithm for bitrate control follows x264 model.  

· VBR: Variable bit rate with Constant Rate Factor with one parameter

· CRF (default is source CRF)

· cVBR: Capped VBR
· Bitrate in bit/s

· Buffer window in number of frames: 

· 1 => constant frame size

· 12 => 200ms at 60 fps, 

· 120 => 2 seconds at 60 fps

· minQP = 10 (optional)

· maxQP = 40 (optional)
· Algorithm for bitrate control follows x264 model
· fVBR: Feedback-based Variable Bitrate 

· Details are tbd

· Slice Setting (one of the following)
· no: No slices

· fixed: Fixed number of slices 

· Parameter: number of slices being 1, 4, 8, 16

· max: 

· Parameter: maximum slice size – number in bytes

· Error Resilience (one of the following)

· None 

· pIntra: periodic slice intra refresh

· Parameter: period of slice updates

· (1 ( 1 slice every frame)
· (2 ( 1 slice every 2nd frame)
· fIntra: feedback Intra intra refresh: add an intra for the lost slice

· ACK: ACK-mode: only use acknowledge slices in prediction

· NACK: NACK-mode: use an old reference frame or intra in case of loss

· PreEncoding delay: time from rendered frame until this frame is encoded
· Constant
· Parameter1: constant in ms
· Parameter2: n/a 
· Equally distributed:
· Parameter1: MinDelay in ms
· Parameter2: MaxDelay in ms
· Truncated Gaussian:
· Parameter1: mean in ms
· Parameter2: variance in ms
· Parameter3: MaxDelay in ms
· Encoding delay: one of the following
· Constant
· Parameter1: constant in ms
· Parameter2: n/a 
· Equally distributed:
· Parameter1: MinDelay in ms
· Parameter2: MaxDelay in ms
· Truncated Gaussian delay of the slice generation in the encoder in ms
· Jitter Average (average after last slice): e.g., 8/(no_slices*no_buffers)
· Jitter STD (standard deviation): e.g. 3/(no_slices*no_buffers)
· Max Jitter (maximum jitter): e.g., 1/(FR*no_slices*no_buffers)
· Buffer Interleaving
· FALSE: Left and right eye appear the same time (generally buffers at the same time)
· Buffers have same render_time
· Buffers have same pre-encoding delay

· Buffer 1 slices are produced and then buffer 2 slices 

· TRUE: Left and right eye appear staggered (staggering is at half of the frame rate)
· Render_time offset by 1/(FR*n_buffers)
· independent pre-encoding delay
· independent production of slice delay 

· Output is S-Trace
· Note that the S-Trace is started from 0 (this also requires that the rendering time is adjusted to 0)
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Example
	{

    "Buffers": [{

        "Source": {

            "V-Trace": "V-Trace-left.csv",

            "frame_width": 2048,

            "frame_height": 2048,

            "frame_rate": 60,

            "start_frame": 1,

            "total_frames": 3600,

            "buffer": "left"

        },

        "Source": {

            "V-Trace": "V-Trace-right.csv",

            "frame_width": 2048,

            "frame_height": 2048,

            "frame_rate": 60,

            "start_frame": 1,

            "total_frames": 3600,

            "buffer": "right"

        }

    }],

    "Slice": {

        "mode": "no",

        "parameter": "8"

    },

    "Bitrate": {

        "mode": "CBR",

        "bitrate": "10000000",

        "window_framerate": "1",

        "QPmin": 10,

        "QPmax": 25

    },

    "ErrorResilience": {

        "mode": "pIntra",

        "parameter": "1"

    },

    "PreDelay": [{

        "Delay": {

            "mode": "equally",

            "parameter1": "10",

            "parameter1": "30"

        }],

    "EncodingDelay": [{

        "Delay": {

            "mode": "GaussianTrunc",

            "parameter1": "8",

            "parameter2": "3"

            "parameter3": "1"

        }],

    },

    "bufferinterleaving": true,

    "S-Trace": "S-Trace.csv"

}


JSON Config Schema (needs to be added)
8.3.4.3 Packet Generation

Overview
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The following configuration parameters are provided

· S-Traces 

· Start time

· Packet Generation

· MaxSize: maximum size of an output packet in bytes (0 means infinite)

· PacketOverhead: packet overhead added in bytes (default 40 bytes)

· Packet Delivery Bitrate
· Provides the bitrate at which the packets are delivered from Encoder to RAN. Packets arrive this value divided by the size of the packet. 
NOTE: assumes 1 hop with a bitrate as above, we may also consider more hops

· P-Trace output
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Example

	{

    "S-Trace": { 

        "source": "S-Trace.csv",

        "startTime": 0

    },

    "Packet": {

        "maxSize": "1500",

        "overhead": "40"

    },

    "Bitrate": "10000000",

    "P-Trace": "P-Trace.csv"

}


JSON Config Schema (needs to be added)
8.3.4.4 Information for RAN Simulation

Overview
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The following configuration parameters are provided from SA4 level

· P-Traces

· Start time

· P’-Trace

· Note that the actual RAN configurations are done by the RAN group.

· Bitrate

· Packet loss rate

· Delay requirement

· Service Information

· Quality criteria
· Packet loss rate
· Slice loss rate
· Number of lost macroblocks
· Percentage of damaged area
· Receiver configuration
· IP packet to slice loss
· IP packet delay threshold in ms
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Example
	{

    "Input": [{

        "P-Trace": {

             "source": "P-Trace-1.csv",

             "startTime": "0",

             "target": "Pp-Trace-1.csv"

           },

        "P-Trace": {

             "source": "P-Trace-2.csv",

             "startTime": "0",

             "target": "Pp-Trace-2.csv"

           }

    }],    

    RANConfiguration": {

       "PLR": ["1e-2","1e-3","1e-4"],
       "Delay": ["10","20"]},

    "ServiceInformation": {

        "qualityCriteria": "packetloss",

        "packetLossEffect": "slice",

        "delayThreshold": "60"

    }

}


NOTE: The RANConfiguration parameters are illustrations from SA4 understanding and may be provided by RAN experts so that SA4 can assess the impacts on the visual quality depending on the different values of PLR and Delay. Please note that different RANConfiguration parameters may impact the video coding settings and require to run a different model. If RAN colleagues can provide information on suitable RAN configurations, SA4 may provide additional content model configurations for these parameters.
JSON Config Schema (needs to be added)
8.3.4.5 Receiver Delivery Configuration

Overview
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The following configuration parameters are provided

· P’-Trace

· S’-Trace-left

· S’-Trace-right

· Slice recovery strategy

· Slice loss: If one packet is lost, the entire slice is lost

· Suffix loss: If packet is lost, all remaining packets are considered as lost.

· Maximum packet delay 

· Maximum delay compared to pose generation (rendering time) in ms.

Example

	{

    "Input": { 

        "Pp-Trace": "Pp-Trace-1.csv",

    },

    "Output": [{

        "Sp-Trace": {

             "buffer": "left",

             "Sp-Trace": "Sp-Trace-left.csv",

             "maxDelay": 60,

             "sliceLossMode": "packet"

           },

        "Sp-Trace": {

             "buffer": "right",

             "Sp-Trace": "Sp-Trace-right.csv"

             "maxDelay": 60,

             "sliceLossMode": "packet"

           }

    }]    

}


JSON Config Schema (needs to be fixed)
8.3.4.6 Video Decoding Model

Overview

[image: image43]
The following configuration parameters are provided:

· Input

· S-Trace

· S’-Trace-right

· Output

· V’-Trace

Example
	{

    "Input": { 

        "Sp-Trace": "S1-Trace.csv",

        "S-Trace": "S-Trace.csv"

    },

    "Vp-Trace": "V1-Trace-left.csv"

}


JSON Config Schema (needs to be added)
8.3.4.7 Quality Model

Overview
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The following configuration parameters are provided

· Input for each user with user id

· V’-Trace-right

· V’-Trace-left

· S’-Trace-left

· S’-Trace-right

· P’-Trace

· Output

· Quality Result as Q-Trace

Example
	{

    "User": [{

        "Input": {

             "user": 1,

             "buffer": "left",

             "Vp-Trace": "Vp-Trace-left-1.csv",

             "Sp-Trace": "Sp-Trace-left-1.csv",

             "Pp-Trace": "Pp-Trace-1.csv"

           },

        "Input": {

             "user": 1,

             "buffer": "right",

             "Vp-Trace": "Vp-Trace-right-1.csv",

             "Sp-Trace": "Sp-Trace-right-1.csv",

             "Pp-Trace": "Pp-Trace-1.csv"

           },

        "Input": {

             "user": 2,

             "buffer": "left",

             "Vp-Trace": "Vp-Trace-left-2.csv",

             "Sp-Trace": "Sp-Trace-left-2.csv",

             "Pp-Trace": "Pp-Trace-2.csv"

           },

        "Input": {

             "user": 2,

             "buffer": "left",

             "Vp-Trace": "Vp-Trace-right-2.csv",

             "Sp-Trace": "Sp-Trace-right-2.csv",

             "Pp-Trace": "Pp-Trace-2.csv"

           },

    }],

    "Q-Trace": "Quality.csv"

}


JSON Config Schema (needs to be agreed)
8.3.5
Usage of Software Modules

8.3.5.1
General

Based on the above, 
· generate S-trace from all buffer V-Traces for N users
· python ./xrtm_encoder.py encoder.json

· generate P-trace from S-trace for N users

· python ./xrtm_packetizer.py packetizer.json
· generate P’-trace from P-trace for N’ <= N users

· radio-simulator ran.json
· generate S’-trace from P’-trace for N’ users

· python ./xrtm_depacketizer.py depacketizer.json
· generate V’-trace from S’-trace for N’ users

· python ./xrtm_decoder.py decoder.json
· generate Q-trace from V’-trace

· python ./xrtm_quality.py quality.json
Note: different depacketizer settings may be used to generate different quality results. For example, the permitted delay latency may be adjusted.

8.3.5.2
SA4 Perspective

From SA4 perspective, the following needs to be done to generate P-Traces 
· generate S-trace from all buffer V-Traces for N users
· python ./xrtm_encoder.py encoder.json

· generate P-trace from S-trace for N users

· python ./xrtm_packetizer.py packetizer.json
The P-Traces for N-users for one configuration are provided to RAN.

Then the P’-Traces can be handled by a sequence of files. For example, a docker file that runs a sequence as follows:

· generate S’-trace from P’-trace for N’ users

· python ./xrtm_depacketizer.py depacketizer.json
· generate V’-trace from S’-trace for N’ users

· python ./xrtm_decoder.py decoder.json
· generate Q-trace from V’-trace

· python ./xrtm_quality.py quality.json
Note: different depacketizer settings may be used to generate different quality results. For example, the permitted delay latency may be adjusted.

8.3.5.3
RAN Perspective

From a RAN perspective, for each configuration P-Traces for N users are provided. 

The P-Traces are uploaded here:

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces
The P-Traces are input into RAN simulator and P’-Traces are produced.

The resulting P’-Traces for N’ users would then be fed to the quality evaluation piece for multiuser evaluation.
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8.4 Recommended Configurations

8.4.1
Introduction

In the following recommended parameter settings are provided to produce P-Traces for different cases.
8.4.2
VR2: XR Split Rendering

8.4.2.1 Summary Recommended Configurations

The following parameters are fixed:

1) Content Model: 

a. Game output with 2 eye buffers at 2Kx2K at 60 fps, 8bit.

b. Content and Trace Preview is here: http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2
c. No audio
2) Encoding Model
a. HEVC model as defined in S4aV200575 

b. target bitrate 30 Mbit/s, equally split across eye buffers, independently encoded.

c. Pre-encoding delay: Encoder pre-delay is varying between 10 to 20ms

d. Encoding delay is modelled to vary with truncated Gaussian

3) Content Delivery Model

a. Edge/Cloud to gNB bitrate is 1.5 media bitrate 

4) Delivery receiver

a. Slice loss model (1 lost packets per slice results in slice loss)

b. Maximum latency for slice: 60ms (see TR 26.928, clause 4 and 6.2.5.1)

Beyond the above, the following configurations are recommended with priority according to order. 

	Configuration
	Basic Content Parameters


	VR2-1
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-2
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 

	VR2-3
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, 1500 byte max packet size packets

	VR2-4
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, unlimited packet size 

	VR2-5
	1 slice per eye buffer, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-6
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffers sent interleaved, 1500 byte max packet size 


In total there are 6 configurations. Additional configurations may be added.

For uplink modelling, no specific content modelling is considered.

1) A model for the uplink traffic in a similar fashion also providing packet traces.

a. XR Pose is sent uplink

b. The uplink bitrate for the pose is 200 kbit/s CBR, with 4ms packet interval and packet size 100 byte. This means that the content is rendered with a pose of typically 10-15ms age.

c. Details are in S4aV200575
d. The E2E Requirements are

i. Bitrate: 200 kbit/s
ii. PLR: 1e-3

iii. Delay from UE to XR Server in the range of 10ms
8.4.2.2 Content Encoding Model Configuration

Start frame for N=16 users at different starting positions [1,1801,901,2701,451,2251,1351,3251,226,2026,1126,2926,676,2476,1576,3476]

Note that this is used 16 times.

	    "Buffers": [

        {

            "V-Trace": "http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2/V-Trace-left.csv",

            "buffer": "left"

        },

        {

            "V-Trace": "http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2/V-Trace-right.csv",

            "buffer": "right"

        }

     ]

     "frame_width": 2048,

     "frame_height": 2048,

     "frame_rate": 60,

     "start_frame": [1,1801,901,2701,451,2251,1351,3251,226,2026,1126,2926,676,2476,1576,3476],

     "total_frames": 3600

    "S-Trace": "S-Trace-[1,…,16].csv"


Two options for slice mode and error resilience.

For configuration 1, 2, 3, 4, and 6 use slice setting 8 with one intra slice per frame.

	    "Slice": {

        "mode": "fixed",

        "parameter": "8"

    },

    "ErrorResilience": {

        "mode": "pIntra",

        "parameter": "1"

    }


For configuration 5: No slice setting with one I-frame very 8 frames.

	    "Slice": {

        "mode": "no",

    },

    "ErrorResilience": {

        "mode": "pIntra",

        "parameter": "8"

    }


Bitrate two options

For configurations 1, 2, 5 and 6 capped VBR at 30 Mbit/s total with window size 12 frame (200ms) (target frame size is 31,250 byte per buffer, but buffer may exceed slightly – only over 200ms it is not exceeding). (aligns with S4aV200607).

	    "Bitrate": {

        "mode": "cVBR",

        "bitrate": "30000000",

        "window_framerate": "12",

        "QPmin": 0 (source QP),

        "QPmax": 53

    }


For configurations 3 and 4: Constant bitrate at 30 Mbit/s total with window size 1 frame (maximum frame size is 31,250 byte per buffer, almost constant).

	    "Bitrate": {

        "mode": "CBR",

        "bitrate": "30000000",

        "window_framerate": "1",

        "QPmin": 1,

        "QPmax": 53

    }


Delay settings

Encoder pre-delay is varying between 10 to 20ms.

Encoding delay is modelled to vary with mean 4/slice_numbers and std 3/slice_numbers and maximum being the frame interval. 

	    "PreDelay": [{

        "Delay": {

            "mode": "equally",

            "parameter1": "10",

            "parameter2": "20"

        }],

    "EncodingDelay": [{

        "Delay": {

            "mode": "GaussianTrunc",

            "parameter1": "4",

            "parameter2": "3"

            "parameter3": "1"

        }],

    },


Buffer interleaving

For configuration 1, 2, 3, 4 and 5, buffer interleaving set to false.

For configuration 6, buffer interleaving set to false.

	    "bufferinterleaving": [true,false]


8.4.2.3 Packet Generation

For each of the users, packet traces are generated. 

Two options are provided

1) For configurations 1, 3, 5, and 6, 1500 byte max packet size (addressing the cloud server case in S4aV200607)

2) For configurations 2 and 4, unlimited packet size, i.e. each slice results in a packet (addressing the edge serve case in S4aV200607)

The bitrate is assumed 45 Mbit/s. For a 30 Mbit/s bitrate, this would allow an excess of 1.5. This aligns with the parameters in S4aV200607.

	{

    "S-Trace": { 

        "source": "S-Trace-[1,…,16].csv",

        "startTime": 0

    },

    "Packet": {

        "maxSize": "1500","0"

        "overhead": "40"

    },

    "Bitrate": "45000000",

    "P-Trace": "P-Trace-[1,…,16].csv"

}


8.4.2.4 Latency Idea

The following provides an idea of the latencies of packets from the time that a frame is rendered in the XR server to the time the packet arrives at the gNB/Radio:

· Min-Latency: 

· Pre-encoding delay: 10ms 

· Encoding delay: 2ms 

· Encoder-to-gNB delay: 3ms 

· Total delay: 15ms

· Max-Latency: 

· Pre-encoding delay: 20ms 

· Encoding delay: 17ms (considered exceptionally large)  

· Encoder-to-gNB delay: 10ms (considered exceptionally large)

· Total delay: 47ms

· Typical-Latency: 

· Pre-encoding delay: 15ms 

· Encoding delay: 4ms  

· Encoder-to-gNB delay: 11ms

· Total delay: 30ms

Note that 

· the maximum delay of 47ms aligns with the 32ms from S4aV200607 assuming without constant delay of around 15ms.

· typical latency of 30ms aligns with the 32 from S4aV200607 assuming without constant delay of around 15ms

8.4.2.5 Information for RAN Simulation

A total of N=16 users are provided. RAN simulations may be carried out for N’=1, …, N users using traces for different users starting with 1, 2, … . All P-Traces cover 1min.

Two packet loss configurations are applied: 1e-3 for no maxSize restriction and 1e-4 for maxSize 1500 byte restrictions. 

The delay threshold that is used in receiver is provided to be 60ms. This means that packets later than 60ms rendering time are considered late losses. Packets need to be delivered within 13-45ms to be useful in the receiver.

NOTE: 

1) The RANConfiguration are illustrations from SA4 understanding and may be refined by RAN experts so that SA4 can assess the impacts on the visual quality depending on the different values of actually observed PLR and Delay. 

2) The content encoding parameters may be changed if the application is aware of the actual delay and PLR that is happening on the end-to-end delivery. In practical applications, this is typically dealt by continuously measuring the delay and loss rates and adapting the application settings (for example intra coding, bitrates, etc). 

3) If RAN colleagues can provide information on suitable RAN configurations, SA4 may provide additional content model configurations for these parameters. 

	{

    "Input": [{

        "P-Trace": {

             "source": "P-Trace-1.csv",

             "startTime": "0",

             "target": "Pp-Trace-1.csv"

           },

        "P-Trace": {

             "source": "P-Trace-2.csv",

             "startTime": "0",

             "target": "Pp-Trace-2.csv"

           }

…

        "P-Trace": {

             "source": "P-Trace-Np.csv",

             "startTime": "0",

             "target": "Pp-Trace-Np.csv"

           }

    }],    

    "RANConfiguration": {

        "PLR": ["1e-2","1e-3","1e-4"],

        "Delay": ["10","20"] 

    },

    "ServiceInformation": {

        "qualityCriteria": "packetloss",

        "packetLossEffect": "slice",

        "delayThreshold": "60"

    }

}


8.4.3
CG - Cloud Gaming

8.4.3.1 Summary Recommended Configurations

The following parameters are fixed:

1) Content Model: 

a. Game output with 1920 x 1080 and 4096 x 2048 at 60fps.

b. Content and Trace Preview is here: 
i. Baolei HD (to be produced)
ii. Baolei 4K (to be produced)
c. No audio
2) Encoding Model
a. HEVC encoding model as defined in S4aV200575
b. Pre-encoding delay: Encoder pre-delay is varying between 10 to 20ms

c. Encoding delay is modelled to vary with truncated Gaussian

3) Content Delivery Model
a. Edge/Cloud to gNB bitrate is 1.5 media bitrate 

4) Delivery receiver

a. Slice loss model (1 lost packets per slice results in slice loss)

b. Maximum latency for slice: 80ms (see TR 26.928, clause 4 and 6.2.5.1)
Beyond the above, the following configurations are recommended with priority according to order. 
	Configuration
	Basic Content Parameters

	CG-1
	4K content, 8 slices, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, 1500 byte max packet size 

	CG-2
	4K content, 8 slices, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, unlimited packet size

	CG-3
	FullHD content, 8 slices, 1 slice per frame is intra coded, 8Mbit/s capped VBR with window 200ms, 1500 byte max packet size

	CG-4
	4K content, 1 slice, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, 1500 byte max packet size 


In total there are 4 configurations. Additional configurations may be added.

For uplink modelling, no specific content modelling is considered.

2) A model for the uplink traffic in a similar fashion also providing packet traces.

a. Game pose and actions are sent uplink

b. Details are in S4aV200575
c. The uplink bitrate for the pose is 200 kbit/s CBR, with 4ms packet interval and packet size 100 byte. This means that the content is rendered with a pose of typically 10-15ms age.

d. The E2E Requirements are

i. Bitrate: 200 kbit/s
ii. PLR: 1e-3

iii. 10ms
8.4.3.2 Content Encoding Model Configuration

Start frame for N=16 users at different starting positions [1,1801,901,2701,451,2251,1351,3251,226,2026,1126,2926,676,2476,1576,3476]
Note that this is used 16 times.

Two options for content is used

· For configuration 3, FullHD with 1920 x 1088 (to be a multiple of 64) sequence.

· For configuration 1,2 and 4, 4K game content is used for V-Trace
	    "Buffers": [{

        "Source": {

            "V-Trace": "http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Baolei/V-Trace.csv",

            "frame_width": [1920, 4096]
            "frame_height": [1088, 2048]
            "frame_rate": 60,

            "start_frame": [1,1801,901,2701,451,2251,1351,3251,226,2026,1126,2926,676,2476,1576,3476],

            "total_frames": 3600,

            "buffer": "single"

        }

    }]

    "S-Trace": "S-Trace-[1,…,16].csv"


Two options for slice mode and error resilience.
For configuration 1, 2 and 3, use slice setting 8 with one intra slice per frame.
	    "Slice": {

        "mode": "fixed",

        "parameter": "8"

    },

    "ErrorResilience": {

        "mode": "pIntra",

        "parameter": "1"

    }


For configuration 4: No slice setting with one I-frame very 8 frames.
	    "Slice": {

        "mode": "no",

    },

    "ErrorResilience": {

        "mode": "pIntra",

        "parameter": "8"

    }


Bitrate two options

For configurations 4, Capped VBR at 8 Mbit/s total with window size 12 frame (200ms) (target frame size is 16,667 byte).
	    "Bitrate": {

        "mode": "cVBR",

        "bitrate": "8000000",

        "window_framerate": "12",

    }


For configurations 1 and 2, Capped VBR at 30 Mbit/s total with window size 12 frame (200ms) (target frame size is 62,500 byte).
	    "Bitrate": {

        "mode": "cVBR",

        "bitrate": "30000000",

        "window_framerate": "12",

    }


For configurations 3 CBR at 30 Mbit/s total with window size 1 frame (17ms) (target frame size is 62,500 byte).
	    "Bitrate": {

        "mode": "CBR",

        "bitrate": "30000000",

        "window_framerate": "1",

     }


Delay settings

Encoder pre-delay is varying between 10 to 20ms.

Encoding delay is modelled to vary with mean 4/slice_numbers and std 3/slice_numbers and maximum being the frame interval. 
	    "PreDelay": [{

        "Delay": {

            "mode": "equally",

            "parameter1": "10",

            "parameter2": "20"

        }],

    "EncodingDelay": [{

        "Delay": {

            "mode": "GaussianTrunc",

            "parameter1": "4",

            "parameter2": "3"

            "parameter3": "1"

        }],

    },


Buffer interleaving

Only one buffer is provided so this is irrelevant,
	    "bufferinterleaving": [false]


8.4.3.3 Packet Generation

For each of the users, packet traces are generated. 

Two options are provided

1) For configurations 1, 3, and 4, 1500 byte max packet size (addressing the cloud server case in S4aV200607)

2) For configurations 2, unlimited packet size, i.e. each slice results in a packet (addressing the edge serve case in S4aV200607)

The bitrate is assumed to be 1.5 the excess of the media bitrate, i.e. 12 or 45 Mbit/s.. This aligns with the parameters in S4aV200607.
	{

    "S-Trace": { 

        "source": "S-Trace-[1,…,16].csv",

        "startTime": 0

    },

    "Packet": {

        "maxSize": "1500","0"

        "overhead": "40"

    },

    "Bitrate": "12000000", "45000000",
    "P-Trace": "P-Trace-[1,…,16].csv"

}


8.4.3.4 RAN Configuration

For all possible N’ users, the P-Traces are added.

A total of N=16 users are provided. RAN simulations may be carried out for N’=1, …, N users using traces for different users starting with 1, 2, … . All P-Traces cover 1min.

Two packet loss configurations are applied: 1e-3 for no maxSize restriction and 1e-4 for maxSize 1500 byte restrictions. 

The delay threshold that is used in receiver is provided to be 80ms. This means that packets later than 80ms rendering time are considered late losses. Packets need to be delivered within 13-45ms to be useful in the receiver.

NOTE: 

1) The RANConfiguration are illustrations from SA4 understanding and may be refined by RAN experts so that SA4 can assess the impacts on the visual quality depending on the different values of actually observed PLR and Delay. 

2) The content encoding parameters may be changed if the application is aware of the actual delay and PLR that is happening on the end-to-end delivery. In practical applications, this is typically dealt by continuously measuring the delay and loss rates and adapting the application settings (for example intra coding, bitrates, etc) . 

3) If RAN colleagues can provide information on suitable RAN configurations, SA4 may provide additional content model configurations for these parameters. 
	{

    "Input": [{

        "P-Trace": {

             "source": "P-Trace-1.csv",

             "startTime": "0",

             "target": "Pp-Trace-1.csv"

           },

        "P-Trace": {

             "source": "P-Trace-2.csv",

             "startTime": "0",

             "target": "Pp-Trace-2.csv"

           }

…

        "P-Trace": {

             "source": "P-Trace-Np.csv",

             "startTime": "0",

             "target": "Pp-Trace-Np.csv"

           }

    }],    

    "RANConfiguration": {

        "PLR": ["1e-2","1e-3","1e-4"],

        "Delay": ["10","20"]

    },

    "ServiceInformation": {

        "qualityCriteria": "packetloss",

        "packetLossEffect": "slice",

        "delayThreshold": "80"

    }

}


8.4.4
AR2d: AR Conversational Downlink

8.4.4.1 Summary Recommended Configurations

The following parameters are fixed:

1) Content Model: 

a. Video

i. Same as VR2

b. Audio
i. Max Sampling Rate: 48 kHz

ii. Inter-frame time: 20-21.3 ms

NOTE: For the simulation purposes, the inter-frame time can be assumed to be 21.3 ms considering MPEG-H, or if we consider that the actual conversational audio codec might be a different one, we could assume 20 ms, as this has so far been used for several 3GPP speech codecs

c. Data Stream

i. Inter-frame time: 10 ms
d. In total we have 4 buffers, 2 video, 1 audio and one data
2) Encoding Model
a. Video

i. Same as VR2

b. Audio

i. Operation Point (following 3GPP TS 26.118 Table 6.1-1): 3GPP MPEG-H Audio (this Operation Point is specified for VR streaming in SA4 and can be used for simulation purposes for conversational services since the IVAS_Codec is not yet available)

ii. Average data Rate : 256 / 512 kbps

iii. Packet Loss rate should be below 1e-3
c. Data Stream

i. Average data Rate : <0.5 Mbps

ii. Packet Loss rate should be below 1e-3
3) Content Delivery Model
a. Same as VR2 

4) Delivery receiver

a. Same as VR2
Beyond the above, the following configurations are recommended with priority according to order. 

NOTE: A subset may be selected for AR2
	Configuration
	Basic Content Parameters

	AR2d-1
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	AR2d-2
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 

	AR2d-3
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, 1500 byte max packet size packets

	AR2d-4
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, unlimited packet size 

	AR2d-5
	1 slice per eye buffer, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 


In total there are 5 configurations. Additional configurations may be added.

For uplink modelling, no specific content modelling is considered.

1) A model for the uplink traffic in a similar fashion also providing packet traces.

a. XR Pose is sent uplink

b. Details are in S4aV200575
c. The uplink bitrate for the pose is 200 kbit/s CBR, with 4ms packet interval and packet size 100 byte. This means that the content is rendered with a pose of typically 10-15ms age.

d. The E2E Requirements are

i. Bitrate: 200 kbit/s
ii. PLR: 1e-3

iii. Considered maximum delay from UE to XR Server: 10ms
8.4.4.2 Content Encoding Model Configuration

Start frame for N=16 users at different starting positions [1,1801,901,2701,451,2251,1351,3251,226,2026,1126,2926,676,2476,1576,3476]
Note that this is used 16 times

	"Video"  {  
      "Buffers": [

        {

            "V-Trace": "http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2/V-Trace-left.csv",

            "buffer": "video-left"

        },

        {

            "V-Trace": "http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2/V-Trace-right.csv",

            "buffer": "video-right"

        }

     ]

     "frame_width": 2048,

     "frame_height": 2048,

     "frame_rate": 60,

     "start_frame": [1,1801,901,2701,451,2251,1351,3251,226,2026,1126,2926,676,2476,1576,3476],

     "total_frames": 3600
  }

"Audio"  {  
      "Buffers": [

        {

            "Frame-Interval": "21.3",

            "data-rate": "512000",

            "buffer": "audio"

        },
  }
"Data"  {  
      "Buffers": [

        {

            "Frame-Interval": "20",

            "data-rate": "500000",

            "buffer": "data"

        },
  } 

  "S-Trace": "S-Trace-[1,…,16].csv"


Remaining setting are identical

Buffer interleaving

For configuration 1, 2, 3, 4 and 5, buffer interleaving set to false
	    "bufferinterleaving": [false]


8.4.4.3 Packet Generation

For each of the users, packet traces are generated. 

Two options are provided

1) For configurations 1, 3, and 5, 1500 byte max packet size (addressing the cloud server case in S4aV200607)

2) For configurations 2 and 4, unlimited packet size, i.e. each slice results in a packet (addressing the edge serve case in S4aV200607)

The bitrate is assumed 46.5 Mbit/s. For a 31 Mbit/s bitrate, this would allow an excess of 1.5. This aligns with the parameters in S4aV200607.
8.4.4.4 Information for RAN Simulation

A total of N=16 users are provided. RAN simulations may be carried out for N’=1, …, N users using traces for different users starting with 1, 2, … . All P-Traces cover 1min.

Two packet loss configurations are applied: 1e-3 for no maxSize restriction and 1e-4 for maxSize 1500 byte restrictions. 

The delay threshold that is used in receiver is provided to be 60ms. This means that packets later than 60ms rendering time are considered late losses. Packets need to be delivered within 13-45ms to be useful in the receiver.

NOTE: 

1) The RANConfiguration are illustrations from SA4 understanding and may be refined by RAN experts so that SA4 can assess the impacts on the visual quality depending on the different values of actually observed PLR and Delay. 

2) The content encoding parameters may be changed if the application is aware of the actual delay and PLR that is happening on the end-to-end delivery. In practical applications, this is typically dealt by continuously measuring the delay and loss rates and adapting the application settings (for example intra coding, bitrates, etc). 

3) If RAN colleagues can provide information on suitable RAN configurations, SA4 may provide additional content model configurations for these parameters. 
	{

    "Input": [{

        "P-Trace": {

             "source": "P-Trace-1.csv",

             "startTime": "0",

             "target": "Pp-Trace-1.csv"

           },

        "P-Trace": {

             "source": "P-Trace-2.csv",

             "startTime": "0",

             "target": "Pp-Trace-2.csv"

           }

…

        "P-Trace": {

             "source": "P-Trace-Np.csv",

             "startTime": "0",

             "target": "Pp-Trace-Np.csv"

           }

    }],    

    "RANConfiguration": {

        "PLR": ["1e-2","1e-3","1e-4"],

        "Delay": ["10","20"] 
    },

    "ServiceInformation": {

        "qualityCriteria": "packetloss",

        "packetLossEffect": "slice",

        "delayThreshold": "60"

    }

}


8.4.5
AR2u: AR Conversational Uplink

8.4.5.1 Summary Recommended Configurations

The following parameters are fixed:

1) Content Model: 

a. Video

i. Camera Signal with 1920 x 1080 at 60fps.

ii. Content and Trace Preview is here: tbd
b. Audio

i. Max Sampling Rate: 48 kHz

ii. Inter-frame time: 20-21.3 ms

NOTE: For the simulation purposes, the inter-frame time can be assumed to be 21.3 ms considering MPEG-H, or if we consider that the actual conversational audio codec might be a different one, we could assume 20 ms, as this has so far been used for several 3GPP speech codecs

c. Data Stream

i. Inter-frame time: 10 ms
2) Encoding Model
a. Video

i.  Encoding Models see S4aV200575, detailed configurations in S4aV200627, clause 4.1. Summary provided below

ii. HEVC, target bitrate 10 Mbit/s (capped VBR) or AVC target bitrate 20 Mbit/s (capped VBR).

iii. Slice based encoding (4 slices) or 1 frame

iv. Intra Refresh (1 slice per frame) or every 60th frame.

v. Pre-encoding delay: Encoder pre-delay is varying between 10 to 20ms

vi. Encoding delay is modelled to vary with mean 4/slice_numbers and std 3/slice_numbers and maximum being the frame interval (aligned with S4aV200607)
b. Audio

i. Operation Point (following 3GPP TS 26.118 Table 6.1-1): 3GPP MPEG-H Audio (this Operation Point is specified for VR streaming in SA4 and can be used for simulation purposes for conversational services since the IVAS_Codec is not yet available)

ii. Average data Rate : 256 / 512 kbps

iii. Packet Loss rate should be below 1e-3

c. Data Stream

i. Average data Rate : <0.5 Mbps

ii. Packet Loss rate should be below 1e-3
3) Content Delivery Model
a. Edge/Cloud to gNB bitrate is 1.5 media bitrate 

4) Delivery receiver

a. Slice loss model (1 lost packets per slice results in slice loss)

b. Maximum latency for slice: 60ms (see TR 26.928, clause 4 and 6.2.5.1)
Beyond the above, the following configurations are recommended with priority according to order. 
	Configuration
	Basic Content Parameters

	AR2u-1
	4 slices, 1 slice per frame is intra coded, 10Mbit/s capped VBR with window 200ms, 1500 byte max packet size

	AR2u-2
	4 slices, 1 slice per frame is intra coded, 10Mbit/s capped VBR with window 200ms, unlimited packet size

	AR2u-3
	4 slices, 1 slice per frame is intra coded, 20Mbit/s capped VBR with window 200ms, 1500 byte max packet size

	AR2u-4
	4 slices, 1 slice per frame is intra coded, 20Mbit/s capped VBR with window 200ms, unlimited packet size

	AR2u-5
	1 slice, every 8th frame is intra coded, 10Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 


9
Summary of XR Traffic Models for RAN1 and Open Issues after SA4#112-e
9.1
Basic Overview

Figure 1 provides a basic overview of the traffic models. In particular the different model functions are provided for the system:

1) Content Model: Provides a typically data for the XR content model for video, audio and potentially other data. This content is rendered for XR/CG consumption.

2) Content Encoding: Provides the details for the content encoding in order to meet certain objectives. This includes the generation of application data units (slices, video frames, audio frames, etc.) and the incurred delay.

3) Content Delivery Model: provides some details on content delivery, for example packetization, delay jitter, but possibly also more sophisticated models such as retransmission, TCP operations and so on. This also includes emulation of 5G Core Network.

4) The RAN simulator receives sequences/traces of packets at a given time and of a specified size. The packets may have additional metadata assigned that can potentially be used by the radio simulator. The packet sequences are provided for multiple users and should reflect statistics.

5) The RAN simulator provides packet traces after delivery that reflect the occurred delays and losses for each user.

6) The delivery receiver converts the packet traces into application units taking into account delays and losses. It may also add additional functions such as retransmission in specific cases.

7) The decoding model uses the received application units to model the reconstruction of the individual data taking into account delays, losses and also content model properties (error propagation, refresh data and so on).

8) A quality evaluation tool is provided with the received traces to provide a quality that reflects packet, application unit and media quality.

9) A model for the uplink traffic in a similar fashion also providing packet traces.
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For each of the cases, in clause 8, proposed trace formats are provided for a simulator. In particular, P-Trace format (identical to P’-Trace format are important) as they interface with the radio simulator.

For each packet in the delivery, the following information is provided. The below is slightly generalized in order to address different use cases.

	Name
	Type
	Semantics

	number
	BIGINT
	Unique packet number in the delivery

	time_stamp_in_micro_s
	BIGINT
	Availability time of packet for next processing step relative to start time 0 in microseconds (0 means lost).

	size
	BIGINT
	packet size in bytes.

	user_id
	BIGINT
	assigns an id to the user in order to differentiate

	buffer
	BIGINT
	The associated eye buffer 1=left 2=right

In general, differentiates application traffic for different buffers, for example audio, video, left eye, right eye. For example mapped to port or track.

	delay
	BIGINT
	Delay observed of the packet in the last processing step (-1 means lost)

	render_timing
	BIGINT
	the rendering generation timing associated to the media included in the packet.

	number_in_unit
	BIGINT
	The number of the packet within the unit (slice), start at 1

	last_in_unit
	BIGINT
	Indicates if this is the last packet in the slice/unit 0=no, 1=yes 

	type
	BIGINT
	The data type of the unit 

0 unknown

For video 1=intra 2=inter

	importance
	BIGINT
	assigned relative importance information (higher number means higher importance)

	index
	BIGINT
	Unique index increased by 1 and indexing this row in the S-Trace file.

	s_trace
	STRING
	Reference to s_trace file containing information for each slice


Additional trace definitions are provided  in clause 8.
The configurations are provided as JSON documents.

Some software is provided here: https://github.com/haudiobe/XR-Traffic-Model. 

XR Traffic traces are uploaded here: http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces
RAN1 is not expected to use the software for generating traces unless RAN1 wants to generate their own traces. In clause 8.3.4.3 the basic usage of the traces is provided for RAN.

If a quality evaluation is expected to be done for all users, then resulting P’-Traces for N’ users from the RAN simulation would then be fed to the quality evaluation piece for multiuser evaluation.
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9.2 VR2: “Split Rendering: Viewport rendering with Time Warp in device”
9.2.1 Overview

Detailed system design and modeling assumptions are provided in S4aV200575, clause 6.2.

Detailed simulation assumptions are provided in in S4aV200575, clause 7.2 with detailed updates in S4aV200626. Detailed recommended configurations are provided in S4aV200634, clause 4.2.

1) Content Model: 

a. Rendered scene output with 2 eye buffers at 2Kx2K at 60 fps, 8bit.

b. Content and Trace Preview is here: http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2
c. No audio (considered small, could be added) according to S4aV200626, clause 7.2.12.

2) Encoding Model
a. Encoding Models see S4aV200626, detailed configurations in S4aV200634, clause 4.2. Summary provided below

b. HEVC, target bitrate 30 Mbit/s (CBR, capped VBR), equally split across eye buffers, independently encoded.

c. Slice based encoding (8 slices) or 1 frame

d. Intra Refresh (1 slice per frame) or every 8th frame.

e. Left and right eye buffer are independently encoded.

f. Pre-encoding delay: Encoder pre-delay is varying between 10 to 20ms

g. Encoding delay is modelled to vary with mean 4/slice_numbers and std 3/slice_numbers and maximum being the frame interval (aligned with S4aV200607)

3) Content Delivery Model

a. Content Delivery Model see S4aV200626, detailed configurations in S4aV200634, clause 4.2. Summary provided below

b. Packet MaxSize 1500 byte (cloud) or unlimited (edge)

c. Edge/Cloud to gNB bitrate is 1.5 media bitrate => delay variance

4) Delivery receiver

a. Modeling according to S4aV200626
b. Packets are dropped if late

c. Slice loss model (1 lost packets per slice results in slice loss)

d. Timestamp of slice if time stamp of latest packet of slice

e. Maximum latency for slice: 60ms (see TR 26.928, clause 4 and 6.2.5.1)

5) Decoding Model

a. Modeling according to S4aV200626
b. Takes into account slice structure, spatial and temporal error propagation, intra refresh

6) Quality evaluation tool.

a. Modeling according to S4aV200626
b. The following metrics are considered for each user and buffer

i. IP Packet loss rate

ii. IP Packet late rate

iii. Slice loss rate

iv. Area loss rate (total amount of Coding Units)

v. Area damage rate (total amount of Coding Units)

vi. Average encoded PSNR 

vii. Average PSNR

c. Average over all buffers

d. Multi-user

i. Average over all users

ii. Percentile of support

7) A model for the uplink traffic in a similar fashion also providing packet traces.

a. XR Pose is sent uplink

b. Details are in S4aV200626, clause 7.2.13

c. The uplink bitrate for the pose if 200 kbit/s CBR, with 4ms packet interval and packet size 100 byte. This means that the content is rendered with a pose of typically 10-15ms age.

Assumptions are taken for now and may change, either by configuration updates or additional modelling.

For initial RAN simulation, a set of P-Traces for 16 users are provided, each 1 minute duration for 6 fixed configurations provided in clause 4.2.1 of S4aV200634. A summary is below

	Configuration
	Basic Content Parameters

	VR2-1
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-2
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 

	VR2-3
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, 1500 byte max packet size packets

	VR2-4
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, unlimited packet size 

	VR2-5
	1 slice per eye buffer, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-6
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffers sent interleaved, 1500 byte max packet size 

	VR2-7
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-8
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 


The traces can be accessed here

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Candidate/VR2/
9.2.2
Initial VR2-1 Plots and Insights

Figure 4 provides the S-Trace statistics for both eyes and one user 0. The bitrate over time varies, but is bound to 30 Mbit/s for almost all cases. Frame size variation is more distributed than VR2-3, with much smaller frames occasionally. Due to window size 12 (i.e. 200ms), larger frame sizes occur. Slice size distribution also follows the peak at 3500 bytes with distributions up to 12000 bytes.

Overall, the total bitrate is likely too low to express best quality, as the rate control forces the frame size to be constant for most of the time. 
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Figure 3 S-Trace Statistics for VR2-1
Figure 3 provides the P-Trace statistics. It follows the obvious patterns also seen for VR2-3.[image: image49.png]distribution
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Figure 4 P-Trace Statistics
9.2.3
VR2-5 Plots

Figure 5 provides the S-Trace statistics for both eyes and one user 0. The bitrate over time varies again due to cVBR. Frame size and slice size variation is identical as each frame is mapped to one slice. Checking details, an obvious issue is that intra frames (every 8th frame) have significantly lower quality than inter frames (QP difference is at least 7, but up to 14).
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Figure 5 S-Trace Statistics for initial VR2-5
Figure 6 shows the P-Traces.
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Figure 6 Trace Statistics for initial VR2-5
Based on the above observation, a new rate control will be implemented that provides more data rate for Intra frames:

· For Intra frame: Bits[i] <= B[i] (you can take as much as you want in the available bit buffer)
· For Inter frame: Bits[i] <= Tbits + (B[i] – Tbits)/(intra_period*W/factor) (take at most available bits per frame plus some small overshoot that provisions for intra frames later) 
Experiments are ongoing.

9.2.5
Initial VR2-7 Plots and Insights

Figure 8 and Figure 7 provide the S-Trace and P-Trace statistics for VR2-7 for both eyes and one user 0, respectively. The bitrate over time varies, but is bound to 45 Mbit/s. This also shows significantly more variance. Frame size variation is more distributed than VR2-1, with much smaller frames occasionally. Due to window size 12 (i.e. 200ms), larger frame sizes occur. Slice size distribution also follows the peak at 5500 bytes with distributions up to 12000 bytes.
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Figure 7 S-Trace Statistics for initial VR2-7
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Figure 8 P-Trace Statistics for initial VR2-7
This bitrate of 45 Mbit/s seems to better express a realistic content model. We propose to add these configurations VR2-7 and VR-28 or update VR2 configurations accordingly.

9.2.6
Additional Plots

Additional plots are here

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Candidate/VR2/
9.3 CG: Cloud Gaming

Detailed system design and modeling assumptions are provided in S4aV200575, clause 6.4.

Detailed simulation assumptions are provided in in S4aV200575, clause 7.4 with detailed updates in S4aV200626. Detailed recommended configurations are provided in S4aV200634, clause 4.3.

1) Content Model: 

a. Game output with 1920 x 1080 and 4096 x 2048 at 60fps.

b. Content and Trace Preview is here: 
i. Baolei HD (to be produced)
ii. Baolei 4K (to be produced)
c. No audio (considered small, could be added) according to S4aV200626, clause 7.2.12.
2) Encoding Model
a. Encoding Models see S4aV200626, detailed configurations in S4aV200634, clause 4.3. Summary provided below

b. HEVC, target bitrate 8 or 30 Mbit/s (CBR, capped VBR).

c. Slice based encoding (8 slices) or 1 frame

d. Intra Refresh (1 slice per frame) or every 8th frame.

e. Pre-encoding delay: Encoder pre-delay is varying between 10 to 20ms

f. Encoding delay is modelled to vary with mean 4/slice_numbers and std 3/slice_numbers and maximum being the frame interval (aligned with S4aV200607)

3) Content Delivery Model

a. Content Delivery Model see S4aV200626, detailed configurations in S4aV200634, clause 4.3. Summary provided below

b. Packet MaxSize 1500 byte (cloud) or unlimited (edge)

c. Edge/Cloud to gNB bitrate is 1.5 media bitrate => delay variance

4) Delivery receiver

a. Modeling according to S4aV200626
b. Packets are dropped if late

c. Slice loss model (1 lost packets per slice results in slice loss)

d. Timestamp of slice if time stamp of latest packet of slice

e. Maximum latency for slice: 80ms (see TR 26.928, clause 4 and 6.2.5.1)

5) Decoding Model

a. Modeling according to S4aV200626
b. Takes into account slice structure, spatial and temporal error propagation, intra refresh
6) Quality evaluation tool.

a. Modeling according to S4aV200626
b. The following metrics are considered for each user and buffer

i. IP Packet loss rate

ii. IP Packet late rate

iii. Slice loss rate

iv. Area loss rate (total amount of Coding Units)
v. Area damage rate (total amount of Coding Units)
vi. Average encoded PSNR 
vii. Average PSNR
c. Average over all buffers

d. Multi-user

i. Average over all users

ii. Percentile of support

7) A model for the uplink traffic in a similar fashion also providing packet traces.

a. XR Pose is sent uplink

b. Details are in S4aV200626, clause 7.2.13

c. The uplink bitrate for the pose if 200 kbit/s CBR, with 4ms packet interval and packet size 100 byte. This means that the content is rendered with a pose of typically 10-15ms age.

Assumptions are taken for now and may change, either by configuration updates or additional modelling.

For initial RAN simulation, a set of P-Traces for 16 users are provided, each 1 minute duration for 4 fixed configurations provided in clause 4.3.1 of S4aV200634. A summary is below

	Configuration
	Basic Content Parameters

	CG-1
	4K content, 8 slices, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, 1500 byte max packet size 

	CG-2
	4K content, 8 slices, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, unlimited packet size

	CG-3
	FullHD content, 8 slices, 1 slice per frame is intra coded, 8Mbit/s capped VBR with window 200ms, 1500 byte max packet size

	CG-4
	4K content, 1 slice, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, 1500 byte max packet size 

	CG-5
	4K content, 8 slices, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, 1500 byte max packet size 

	CG-6
	4K content, 8 slices, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, unlimited packet size

	CG-7
	FullHD content, 8 slices, 1 slice per frame is intra coded, 12Mbit/s capped VBR with window 200ms, 1500 byte max packet size

	CG-8
	4K content, 1 slice, every 8th frame is intra coded, 45Mbit/s capped VBR with window 200ms, 1500 byte max packet size 


A script is provided to do quality evaluation based on the traces.
9.4 AR2: “XR Conversational”
9.4.1
Overview

Detailed system design and modeling assumptions are provided in S4aV200617 and S4aV200619.
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	Media
	Format and Model
	E2E Latency requirement

	3/6DOF Pose
	Same as for split rendering
	UL: 5-10 ms

	Video + Depth
	1080p, Capped VBR 10/20 Mbit/s for UL
	Conversational 100ms, 200ms

	2D Video is split rendering
	1080p or 4K (2 eyes)
same model as split rendering
	60ms

100ms 

	Front Facing Camera*
	720p, CBR 3 Mbit/s for UL
	Conversational

100ms, 200ms

	Audio (MPEG-H)
	256/512 kbps for both UL/DL
	Conversational 100ms, 200ms

	Data Stream
	0.5 Mbps for both UL/DL
	Conversational 100ms, 200ms


9.4.2
Simulation Downlink

Downlink simulation model is provided in the following

1) Content Model: 

a. Video is identical to VR2 simulation

b. Audio

i. Max Sampling Rate: 48 kHz

ii. Inter-frame time: 20-21.3 ms

NOTE: For the simulation purposes, the inter-frame time can be assumed to be 21.3 ms considering MPEG-H, or if we consider that the actual conversational audio codec might be a different one, we could assume 20 ms, as this has so far been used for several 3GPP speech codecs

c. Data Stream

i. Inter-frame time: 10 ms

2) Encoding Model
a. Video is identical to VR2 simulation

b. Audio

i. Operation Point (following 3GPP TS 26.118 Table 6.1-1): 3GPP MPEG-H Audio (this Operation Point is specified for VR streaming in SA4 and can be used for simulation purposes for conversational services since the IVAS_Codec is not yet available)

ii. Average data Rate : 256 / 512 kbps

iii. Packet Loss rate should be below 1e-3

c. Data Stream

i. Average data Rate : <0.5 Mbps

ii. Packet Loss rate should be below 1e-3
3) Content Delivery Model

a. Video: Identical to VR2

b. Audio and data are tbd
4) Delivery receiver

a. Video Identical to VR2

b. Audio and data are tbd

5) Decoding Model

a. Video: identical to VR2

b. Audio and data are tbd
6) Quality evaluation tool.

a. Modeling according to S4aV200626
b. The following metrics are considered for each user and buffer

i. IP Packet loss rate

ii. IP Packet late rate

iii. Slice loss rate

iv. Area loss rate (total amount of Coding Units)
v. Area damage rate (total amount of Coding Units)
vi. Average encoded PSNR 
vii. Average PSNR
c. Average over all buffers

d. Multi-user

i. Average over all users

ii. Percentile of support

e. Audio and Data are tbd
7) A model for the uplink traffic in a similar fashion also providing packet traces.

a. Uplink Pose information

i. Identical to VR2

b. Reverse uplink audio and video encoding see clause 5.3

Assumptions are taken for now and may change, either by configuration updates or additional modelling.

9.4.3
Simulation Uplink

It is proposed to do a reversed uplink.

1) Content Model: 

a. Video

i. Camera Signal with 1920 x 1080 at 60fps.

ii. Content and Trace Preview is here: tbd
b. Audio

i. Max Sampling Rate: 48 kHz

ii. Inter-frame time: 20-21.3 ms

NOTE: For the simulation purposes, the inter-frame time can be assumed to be 21.3 ms considering MPEG-H, or if we consider that the actual conversational audio codec might be a different one, we could assume 20 ms, as this has so far been used for several 3GPP speech codecs

c. Data Stream

i. Inter-frame time: 10 ms

2) Encoding Model
a. Video

i. Encoding Models see S4aV200626, detailed configurations in S4aV200634, clause 4.4. Summary provided below

ii. HEVC, target bitrate 10 Mbit/s (capped VBR) or AVC target bitrate 20 Mbit/s (capped VBR).

iii. Slice based encoding (4 slices) or 1 frame

iv. Intra Refresh (1 slice per frame) or every 60th frame.

v. Pre-encoding delay: Encoder pre-delay is varying between 10 to 20ms

vi. Encoding delay is modelled to vary with mean 4/slice_numbers and std 3/slice_numbers and maximum being the frame interval (aligned with S4aV200607)

b. Audio

i. Operation Point (following 3GPP TS 26.118 Table 6.1-1): 3GPP MPEG-H Audio (this Operation Point is specified for VR streaming in SA4 and can be used for simulation purposes for conversational services since the IVAS_Codec is not yet available)

ii. Average data Rate : 256 / 512 kbps

iii. Packet Loss rate should be below 1e-3

c. Data Stream

i. Average data Rate : <0.5 Mbps

ii. Packet Loss rate should be below 1e-3
3) Content Delivery Model

a. Identical to VR2

b. Audio and Data are tbd
4) Delivery receiver

a. Modeling according to S4aV200626
b. Packets are dropped if late

c. Slice loss model (1 lost packets per slice results in slice loss)

d. Timestamp of slice if time stamp of latest packet of slice

e. Maximum latency for slice: 80ms (see TR 26.928, clause 4 and 6.2.5.1)

f. Audio and Data are tbd
5) Decoding Model

a. Modeling according to S4aV200626
b. Takes into account slice structure, spatial and temporal error propagation, intra refresh

c. Audio and Data are tbd
6) Quality evaluation tool.

a. Modeling according to S4aV200626
b. The following metrics are considered for each user and buffer

i. IP Packet loss rate

ii. IP Packet late rate

iii. Slice loss rate

iv. Area loss rate (total amount of Coding Units)
v. Area damage rate (total amount of Coding Units)
vi. Average encoded PSNR 
vii. Average PSNR
c. Average over all buffers

d. Multi-user

i. Average over all users

ii. Percentile of support

e. Audio and Data channel are tbd
Assumptions are taken for now and may change, either by configuration updates or additional modelling.

A script is provided to do quality evaluation based on the traces.
9.4.4
Simulation Framework

For details on downlink, refer to S4aV200634, clause 4.4. Traces will be produced.

For details on uplink, refer to S4aV200634, clause 4.5. Traces will be produced.

9.5 VR1: “Viewport dependent streaming”
9.5.1 Proposed Model Consideration
9.5.1.1 Content Delivery Setting

According to 3GPP SA4 study work in [A] and [B], the tiled stream approach can be used for VR 360 video delivery. It allows emphasizing the current user viewport through transmitting non-viewport samples with decreased resolution, i.e. selecting the tiles from the viewport at a high-resolution version and the tiles that do not belong to the viewport at a lower resolution. 

With tiled streaming approach, one or multiple decoders are needed, which depends on each of the tiles is encoded as motion-constrained HEVC tiles or separate video streams. When using motion constrained tile HEVC streams, the varying spatial resolution in video picture can be achieved by merging all tiles into a single common bitstream with one decoder needed. When using separately encoded video streams, several decoders are required at the receiver side. 

Similarly to the separately encoded video streams, GSMA Cloud AR/VR white paper [C] proposes the Tile Wise Streaming according to MPEG OMAF specification [D]. The tiled based approach with separately encoded video streams are used for Viewport Dependent 3DoF Streaming delivery method. The details can be summarized as below:

1. Split the original 8K 360° panoramic video into multiple tiles (such as 42 tiles) and generate a low-resolution 360° panoramic video (such as a 4K 360° panoramic video);

2. All tiles and the low-resolution panoramic video are packaged in DASH using spatial relationship descriptors and distributed via the CDN;

3. The client player retrieves low-resolution panoramic video and those tiles which are located at the user’s field of view. When the user turns around and causes the field of view to change, the client requests new tiles from the CDN for the new field of view. The multiple tiles would be obtained separately and merged into the FoV-Area pictures in the receiver side.  Because it requires a certain amount of time from when the new tiles are requested until they can be rendered, the low-resolution panoramic video will be displayed until the new tiles can be played.
9.5.2 Simulation Parameters and Options
· Streaming: 

· Types of streaming: video-on-demand

· Frame Setting

· 30fps

· Formats of transmitted content:

· ERP
· 8K(7680 * 3840) 

· YUV 4:2:0

· Video Encoder configuration

· Codec:H.265/HEVC

· Rate control: VBR

· Tile settings: 42 per frame

· Tiles of FoV Area: 18

· Complexity settings for encoder

· Segment Length: 1.067s

· Audio Encoder configuration

· Max Sampling Rate: 48 kHz

· Operation Point(following 3GPP TS 26.118 Table 6.1-1): 3GPP MPEG-H Audio

· Content Delivery

· MPEG-DASH-based media delivery (tiled based approach with separately encoded video streams)

· RAN Configuration :

· QoS Settings (5QI): GBR, Latency, Loss Rate, Mobility, Power Consumption

· Receiver configuration:

· Buffer size: 3s 

· E2E Downlink Budget:

· 50ms
9.5.3 Output traffic characteristics
· Data rate range:

· per tiled streaming: 0.71~1.43 Mbps

· FoV Area Streaming: (0.71~1.43)*18 Mbps

· low-resolution 4K omnidirectional streaming: 6-8Mbps

· Periodical segment request: 1s per request

· Per tiled Segment size range: 8000 ~ 180000 byte
· Low resolution 4K omnidirectional segment size range: 848386~1681920 byte
· Packet size distribution: fixed size as 1500 bytes
9.5.4 Additional Discussion

Figure 9 provides an overview of the system design and delay components involved in viewport-dependent streaming according to the above referred paper.
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Figure 2 — Overview of latency factors in a Tiled VR Streaming system.




Figure 10 Overview of latency factors in a Tiled VR Streaming system (see paper)
Furthermore, Figure 11 provides the network exchange and caching process.

[image: image56.emf]
Figure 11 Caching Process (see paper)

Finally, clause 5 of the attached paper includes a typical set of test conditions. Tests with simulated (i.e., recorded), but significant head motion using 30 frames per second, 8k x 4k panorama encoded using 96 high-resolution tiles. The content was encoded using separate HEVC encoders for each of the tiles, with tile size fixed at 512 x 512 pixels. The bitrate from the edge to the end user was between 12 and 16 Mbit/s. 
9.5.5 System Design and Simulation Model

The simulation model is similar to the one provided in Figure 1, but traces are not provided.

1) Content Model: 

a. Not considered

2) Encoding Model
a. 96 tiles

b. HEVC

3) Content Delivery Model

a. Options:

i. HTTP/1.1. (HTTP + TCP/IP)

ii. HTTP3 (HTTP2 + QUIC + UDP)

b. 96 concurrent requests every 2 seconds

i. 20 in viewport at 500 kbit/s (Gaussian distributed with variance 100 kbit/s)

ii. 6 background tiles 500 kbit/s (Gaussian distributed with variance 100 kbit/s)

c. Packet size is 1500 byte, provided in sequence

d. Server to gNB bitrate is 1.5 times of the media bitrate
e. Packet Trace settings
4) Delivery receiver

a. HTTP1.1 => Object is impacted by the lost packet for each object

i. Model needs to be defined based on traces

b. HTTP3 => Object is impacted by the lost packet for each object

i. Model needs to be defined based on traces

c. Objects are either lost or delayed
5) Decoding Model

a. none

6) Quality evaluation tool.

a. The following metrics are considered for each user and buffer

i. IP Packet loss rate

ii. Viewport object loss rate
iii. Non-viewport object loss rate

iv. Streaming Metrics

1. Video stuck rate

2. Percentage of video playing stuck time

3. MTHR delay: average video time from low definition to high definition (FOV)

4. Times of black edge/shadow/blur when turning head
b. Average over all buffers

c. Multi-user

i. Average over all users

ii. Percentile of support

7) A model for the uplink traffic in a similar fashion also providing packet traces.

a. 26 HTTP requests are sent

b. HTTP/1.1 and HTTP 3 feedback for TCP/IP and QUIC

c. Uplink traffic is minimal

d. The end-to-end RTT delay and packet loss rate recorded by the test under different configurations can also be used as the actual network conditions.

e. Interaction: turning frequency

i. Low frequency turned: like every 10s

ii. high frequency turned: like every ls

8) Potential RAN Configurations

a. 100MHz channel bandwidth, and 80% of resources for downlink.
b. Test channel points (i.e., corresponding geographical location points) are divided into excellent, good, medium, and poor, which are defined by NR SSB RSRP and NR SSB SINR.

	excellent
	SSB RSRP=-65dBm

	good
	SSB RSRP=-75dBm

	medium
	SSB RSRP=-85dBm

	poor
	SSB RSRP=-96dBm


c. Non or full load

d. Devices: support QoS Profile
e. The recommended configuration of 5QI is as follows：
	5QI
	MinBR（Mbps）
	Relative Priority Level (ratio to 5QI 9)

	6
	10
	4:1

	8
	10
	2:1

	9
	-
	1:1


f. Since the 5QI have mapping relation to characteristics of 5G QoS, the RAN configuration, such as Packet Delay Budget (PDB) and Packet Error Rate (PER), can be configured according to the value of 5QI. In the TS 23.501, table 5.7.4-1. shows standardized 5QI to QoS characteristics mapping. It should be noted that the PDB value in this table includes AN-PDB and CN-PDB which is a fixed value generally.
Assumptions are taken for now and may change, either by configuration updates or additional modelling.

A summary is below

	Configuration
	Basic Content Parameters

	VR1-1
	See above for HTTP/1.1

	VR1-2
	See above for HTTP/3


9.5.6 Open Issues

· Late and loss model for objects based on HTTP/1.1 and HTTP3 taking into account radio model

· Uplink traffic model for objects based on HTTP/1.1 and HTTP3

· Definition of late threshold

· Quality impact for lost and late objects in viewport and not in viewport

· Packet trace model and mapping.
9.6 AR1: “XR Distributed Computing”
We consider that more discussion and considerations are needed, for example based on use cases developed in EMSA and FS_5GSTAR.

10 Statistical Models

10.1 Introduction
3GPP TSG SA WG4 informed 3GPP TSG RAN WG1 on the recent progress for the modelling of XR Traffic for the purpose of evaluating the performance of XR application and traffic on 5G Systems and in particular the new radio in S4-201620.

SA4 has carried out work for the modelling of:
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”

· AR2: “XR Conversational”

· CG: Cloud Gaming

The detailed modelling proposal is provided in clause 8 and 9. The modelling is supporting traces and software modules, as well as well-defined interface definitions. 
It is observed that RAN1 may prefer the use of statistical models for the purpose of doing simulations. SA4 was not yet able to complete a statistical model from the traces, but SA4 should be willing to support other 3GPP groups to come to good system designs for challenging and promising applications such as XR.

In this document we discuss why traces have advantages over statistical models, but also how we can use traces to define statistical models.

10.2 What are traces?

Packet traces are defined in csv files.

For each packet in the delivery, the following information is provided. The below is slightly generalized in order to address different use cases.

	Name
	Type
	Semantics

	number
	BIGINT
	Unique packet number in the delivery

	time_stamp_in_micro_s
	BIGINT
	Availability time of packet for next processing step relative to start time 0 in microseconds (0 means lost).

	size
	BIGINT
	packet size in bytes.

	user_id
	BIGINT
	assigns an id to the user in order to differentiate

	buffer
	BIGINT
	The associated eye buffer 1=left 2=right

In general, differentiates application traffic for different buffers, for example audio, video, left eye, right eye. For example mapped to port or track.

	delay
	BIGINT
	Delay observed of the packet in the last processing step (-1 means lost)

	render_timing
	BIGINT
	the rendering generation timing associated to the media included in the packet.

	number_in_unit
	BIGINT
	The number of the packet within the unit (slice), start at 1

	last_in_unit
	BIGINT
	Indicates if this is the last packet in the slice/unit 0=no, 1=yes 

	type
	BIGINT
	The data type of the unit 

0 unknown

For video 1=intra 2=inter

	importance
	BIGINT
	assigned relative importance information (higher number means higher importance)


Traces can be obtained from either detailed system simulation or by measurements on real applications. 

SA4 developed models to create traces for different configurations.
10.3 Traces vs. Statistical Models

Traces include the following information:

· Time series of packets

· Size of packets

· Association to the application

· Additional "metadata"

Traces can also directly be fed to a quality evaluation tool as shown below to obtain the application quality based on the simulation. The quality evaluation tool will then provide application centric quality.
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Someone said in the context of RAN1 simulations, that 

"RAN1 should prefer simple statistical models instead of accurate traces, because a statistical models can be used more easily be used to optimize the radio whereas a traces are too unpredictive 🙈 !”

This is very counter-productive and we need to make sure that key aspects in the traces are considered. Secondly, we consider traces to represent time correlations. Thirdly, traces can be used to assign application packets and importance and relevance on the application impact. There are many reasons why traces can provide significantly better information.

In summary, for proper quality evaluation, SA4 needs P’-traces to identify application quality.

Agreement 2: It is agreement

· that SA4 develops quality models based on P’-traces

10.4 From Traces to Statistical Models

We looked at the first traces that were derived and they are attached to this document for VR2-3 and VR2-4. The logs are also attached.

We extract several statistical models for VR2-3 and VR2-4 in Figure 1 and Figure 2, respectively.

· Inter arrival distribution: what is the typical difference between packet arrival

· Packet size distribution: what are the different packet sizes

· Packet latency distributions
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Figure 1 VR2-3 Statistics
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Figure 1 VR2-4 Statistics
Observations:

· The traffic statistics can be mapped to statistics, but we need to know which statistics are needed

· It is clear that second order statistics are not represented in the above distributions

· It is also clear that depending on the configurations, the statistics are quite different.

More data can be extracted based on the attached traces and distributions.

Agreement 3: It is agreed

· that SA4 develops statistical models based on traces

· that RAN1 may develop statistical models based on traces

· that RAN1 may ask SA4 to provide statistical models for specific setups and parameters, if needed, for example

· Statistical models for packets associated to I-frames and P-frames

· Statistical models for slices and video frames

· Statistical models for different importance settings

10.5 Agreements during SA4#112e
Based on these observations it is agreed 

1) SA4 consults with RAN1 on which statistical models they would like to see at appropriate time:

a. Inter packet arrival

b. Packet sizes

c. Etc.

2) SA4 provides statistical models for the needed environments with the caveat that these are only first order statistics

3) SA4 documents the statistical models together with the configurations and P-Traces in a new TR.
10.6 Quality Evaluation based on Test Channels

In clause 7.6, test channels are introduced in order to 

· Permit to emulate typical radio conditions in terms delays and losses.

· Permit to evaluate the application quality for different representative radio conditions.
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RAN1 will simulate based on statistical models whereby the statistical models may for example differentiate packet classes, as an example, different radio QoS is associated to different packets.

RAN1 can ask SA4 to evaluate the simulation and evaluation results for different test channels in order to identify the benefit of specific radio settings. For this purpose, RAN1 should support SA4 to define test channels models and configurations. Examples are

· Use Test channel with PLR 0.1% and iid delay between 0 and 20ms and simulate the quality

· Use Test channel with 

· PLR 0.1% and iid delay between 0 and 20ms for packets marked with type P

· PLR 0.01% and iid delay between 0 and 20ms for packets marked with type I

· and provide the resulting quality

Agreement 4: It is agreed

· that SA4 evaluates the quality of different configurations and radio settings through test channels

· that RAN1 supports SA4 in the development of different test channel models

· that RAN1 may ask SA4 to evaluate the simulation and evaluation results for different test channels in order to identify the benefit of specific radio settings, if needed.
10.7 Initial Evaluation Results

Based on the traces and configurations available here:

	Configuration
	Basic Content Parameters

	VR2-1
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-2
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 

	VR2-3
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, 1500 byte max packet size packets

	VR2-4
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, unlimited packet size 

	VR2-5
	1 slice per eye buffer, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-6
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffers sent interleaved, 1500 byte max packet size 

	VR2-7
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-8
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 


we have produced some initial results with the following test channel.

· "loss_rate": 0.01,

· "max_delay_ms": 50,

· "max_bitrate": 60000000, 

The results were produced for 4 users each.

We understand that the loss rates and delays may be too high, but it was for an initial plausibility checking. 

The results are provided here: https://dash.akamaized.net/WAVE/3GPP/XRTraffic/Test-Results/sample-results-2021-03-31-01.zip and include P’, S’, V’, and Q traces as well as inter arrival plots.
Attached to this document are 8 Q-Traces according to the above trace pattern.

Below are the averaged results for the 4 users and for each of the eye buffers.

	config
	total_packets
	PLoR
	PLaR
	SLR
	CAR
	ALR
	DAR
	LDR
	PSNR
	PSNRyuv
	RPSNR
	RPSNRyuv

	1
	712134
	1.004%
	20.890%
	24.283%
	24.781%
	24.283%
	50.936%
	75.219%
	40057
	40419
	10417
	10535

	2
	230400
	1.010%
	15.105%
	16.115%
	28.803%
	16.115%
	55.082%
	71.197%
	40050
	40412
	12067
	12203

	3
	727022
	0.989%
	22.214%
	25.836%
	24.137%
	25.836%
	50.027%
	75.863%
	39739
	40101
	10083
	10198

	4
	230400
	0.973%
	15.820%
	16.793%
	28.587%
	16.793%
	54.620%
	71.413%
	39742
	40104
	11904
	12039

	5
	528639
	0.989%
	33.336%
	57.392%
	14.175%
	57.392%
	28.433%
	85.825%
	40617
	40979
	6189
	6253

	6
	712220
	1.007%
	7.459%
	11.120%
	30.522%
	11.120%
	58.358%
	69.478%
	40054
	40415
	12772
	12916

	7
	924161
	1.017%
	28.905%
	32.619%
	21.278%
	32.619%
	46.102%
	78.722%
	37290
	37652
	8326
	8427

	8
	230400
	0.972%
	20.822%
	21.793%
	26.494%
	21.793%
	51.713%
	73.506%
	37297
	37659
	10322
	10446


Observations:

1) The packet loss rates are too high and in particular the channel latencies are too high to get meaningful results

a. The packet late rate is too high

b. In between 11 to 50% of the slices are lost

c. The Loss and Damaged Area is 70 to 85%

2) There is a problem with the PSNR for config 7 and 8, which is lower than for lower bitrates. We are investigating this.

3) Best performing is config 6, which does eye buffer interleaving. In this case, the second eye buffer is not blocked in the sending for the right as they are staggered. This is a problem in all other configurations that the second eye buffer causes the packet and slice late losses.

4) Worst performing is the single slice configuration as a single loss results in the loss of an entire frame.

5) The same packet loss rate for larger packets (i.e. mapped to a slice) results in better quality as for smaller packets (as each loss aggregates later to a slice loss).

6) We also identified that handling the frame data too complex, so we plan to create a binary pseudo bitstream.

Conclusions:

1) We are moving into a good direction, but some open issues still

2) We need to fix the bug on PSNR

3) We need to use identify good channel parameters for

a. PLR = 1e-3, 1e-4, 1e-5

b. Latencies = 10ms, 20ms, 30ms (iid), 10ms (iid) for 98% of packets

4) We need to identify to what extent these configurations are useful
11 Response from RAN1
The following information was received during SA4#114-e in S4-210716.
1. Overall Description:
SA2 is discussing new standardized 5QIs for 5G AIS and sent an LS to RAN1 and SA4 [1].
SA4’s reply to the above LS includes standardised 5QIs newly proposed by SA4 and is asking RAN1 which of the proposed new standardised 5QIs can be supported by NG-RAN [2]. 

Standardised 5QIs newly proposed by SA4

[…]

Finally, it is relevant to understand that due to the periodic nature of the video traffic based on video frames with frame rates of for example 60 fps or 90 fps (i.e. every 17ms or 11ms) and certain video rate control mechanisms, the size of one frame is restricted, typically 30 kByte, but also up to possibly 100 kByte. This implies that the peak throughput requirement can be higher than the average throughput requirement for this traffic. This information may be useful for appropriate QoS settings, for example in order to define peak throughputs, and decisions on admitting this traffic.

Based on these observations, SA4 kindly invites SA2 to consider the following new parameters to the table, reflecting the SA4 vision on how to guarantee the media quality experience:

· Relax the latency targets (potentially increasing the radio capacity) in the downlink but support lower loss rates from 5ms and 10ms to 10ms and 20ms, respectively.

· Invert the loss rate requirements for uplink and downlink based on the considerations above to provide lower loss rates in downlink and accept higher ones in the uplink.

· Consider adding delay Critical GBR type to downlink with associated default MDBV values in the order of 50-100kB to support sufficiently high peak-to-average throughputs. 

	5QI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget

(NOTE 3)
	Packet Error

Rate 
	Default Maximum Data Burst Volume

(NOTE 2)
	Default

Averaging Window
	Example Services

	New Value#1
	GBR

(NOTE 1)
	25
	105ms
	10-4
	N/A
	2000 ms
	Interactive Service - visual content for cloud/edge/split rendering, (see TS 22.261 [2])

	New Value#2
	
	25
	2010ms
	10-4
	N/A
	2000 ms
	Interactive Service - visual content for cloud/edge/split rendering, (see TS 22.261 [2])


Question: SA4 kindly asks RAN1 which of these proposed new standardised 5QIs can be supported by NG-RAN and provides feedback to SA2 and SA4.

Answer: In addition to the response LS from RAN1#104-e in February 2021 to SA2, SA4 (cc: RAN2) in R1-2101976 that already addresses new SA4 5QIs values #3 and #4, RAN1 would like to provide the following additional information in response to the LS from SA4: RAN1 has  finalized in RAN1#104bis-e traffic models and evaluation methodology for AR/VR/CG applications over NG-RAN for baseline scenarios and configurations, and is expecting to have additional evaluation results available in May RAN1#105-e that may be related to new SA4 5QIs values #1 and #2.

2. Actions:

To SA2 and SA4:

RAN1 respectfully asks SA2 and SA4 to take the above information into account in their future work.

3. Date of Next TSG-RAN WG1 Meetings:

TSG-RAN WG1 Meeting #105-e 
10 – 27 May 2021

Electronic Meeting

TSG-RAN WG1 Meeting #106-e 
16 – 27 Aug 2021

Electronic Meeting

4. References
[1] R1-2100015
LS on New Standardized 5QIs for 5G-AIS (Advanced Interactive Services)
SA2, Tencent
[2] R1-2102308
Reply LS on New Standardized 5QIs for 5G-AIS (Advanced Interactive Services)
SA4, Qualcomm Incorporated. 

12 Communication with ITU-T SG-12

3GPP SA4 sent an LS to ITU-T SG12 during SA4#113-e in S4-210685 including

For FS_XRTraffic (target completion date in September 2021, latest information in the referenced draft TR26.926 and attached latest Permanent Document), we invite ITU-T SG12 experts to provide feedback on  

· Quality Evaluation Method

· Traffic models and characteristics

· Any other comments 

ITU-T SG12 responded in S4-210860 with issues relevant to this study

ITU-T SG12 thanks 3GPP SA4 for the LS regarding Cloud Gaming Efforts in 3GPP. SG12 has reviewed the attached documents, and find them both interesting and very comprehensive.  We identified many overlapping topics with our work. Our internal discussion resulted in the following thoughts and suggestions: 
1. In the research community it was shown that metrics such as PSNR and SSIM do not perform so well for gaming content. The following paper addresses this issue and might offer some insights: link 
2. We think that that categorization of games into the three categories proposed in section 6.6.2.2 of “S4-210614-XRTraffic” could maybe be improved (for instance, category B and C seem to be nearly the same). Another possibility would be to categorize gaming content into multiple groups according to their characteristics such as game mechanics, movement type and game pace. These characteristics can explain complexity of games in terms of video coding, delay sensitivity or towards frame losses. The following paper might provide further insights: link 
3. As pointed out before, the work is related to some relevant ongoing activities within ITU-T SG12 which are listed below: 
· G.IntAct: Latency measurement and interactivity scoring under real application data traffic patterns  
· P.BBQCG: Parametric bitstream-based quality assessment of cloud gaming services  
· P.NATS Phase 3 Track 2: Subjective quality assessment of the impact of impairments encountered in a live-streaming scenario. 
· G.QoE-5G: QoE factors for  new services in 5G network 
· G.QoE-AR: Quality of Experience (QoE) Influencing Factors for Augmented Reality Services 
· Also, the work is related to the ITU-T Recommendations G.1032, G.1072, G.1035 and P.809 
4. We would like to inform 3GPP SA4 about the plan to record reference videos (video games up to 4k and 120fps) for work item P.BBQCG (Q14/12) during 2021. Pending review of copyright and related rights matters, these scenes can be offered for exchange with 3GPP.  
5. <irrelevant>  
6. Recommended parameter settings (encoding configuration, RAN configuration) in the 3GPP documents may help SG12 in defining those parameters within the context of P.BBQCG, and will be taken into account when designing the test plans for this work. 
7. In addition to the existing quality metrics that are part of the trace information, recently standardized P.1204.3, .4 and .5 Recommendations can also be included (provided there is a reference implementation). P.1204.3 has been shown to work well for gaming content in the following paper, link. 
13 LS response on New Standardized 5QIs for 5G-AIS (Advanced Interactive Services)
Title:
LS response on New Standardized 5QIs for 5G-AIS (Advanced Interactive Services)
Response to:
S4-210283 (R1-2102308), LS on SA4 Reply LS on New Standardized 5QIs for 5G-AIS 
Release:
Rel-17
Work Item:
FS_5GXR, FS_XRTraffic, 5G_AIS
Source:
Qualcomm Incorporated
To:
SA2, SA4
Cc:
RAN2
Contact Person:


Name: Eddy Kwon


E-mail Address: eddykwon@qti.qualcomm.com


Send any reply LS to:
3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org 


1. Overall Description:

SA2 is discussing new standardized 5QIs for 5G AIS and sent an LS to RAN1 and SA4 [1].
SA4’s reply to the above LS includes standardised 5QIs newly proposed by SA4 and is asking RAN1 which of the proposed new standardised 5QIs can be supported by NG-RAN [2]. 

RAN1 replied to [2] in [3] in RAN1#104bie-e: “In addition to the response LS from RAN1#104-e in February 2021 to SA2, SA4 (cc: RAN2) in R1-2101976 that already addresses new SA4 5QIs values #3 and #4, RAN1 would like to provide the following additional information in response to the LS from SA4: RAN1 has  finalized in RAN1#104bis-e traffic models and evaluation methodology for AR/VR/CG applications over NG-RAN for baseline scenarios and configurations, and is expecting to have additional evaluation results available in May RAN1#105-e that may be related to new SA4 5QIs values #1 and #2.”

In this LS response, RAN1 presents more information in addition to [3]. 
Standardised 5QIs newly proposed by SA4

[…]

Finally, it is relevant to understand that due to the periodic nature of the video traffic based on video frames with frame rates of for example 60 fps or 90 fps (i.e. every 17ms or 11ms) and certain video rate control mechanisms, the size of one frame is restricted, typically 30 kByte, but also up to possibly 100 kByte. This implies that the peak throughput requirement can be higher than the average throughput requirement for this traffic. This information may be useful for appropriate QoS settings, for example in order to define peak throughputs, and decisions on admitting this traffic.

Based on these observations, SA4 kindly invites SA2 to consider the following new parameters to the table, reflecting the SA4 vision on how to guarantee the media quality experience:

· Relax the latency targets (potentially increasing the radio capacity) in the downlink but support lower loss rates from 5ms and 10ms to 10ms and 20ms, respectively.

· Invert the loss rate requirements for uplink and downlink based on the considerations above to provide lower loss rates in downlink and accept higher ones in the uplink.

· Consider adding delay Critical GBR type to downlink with associated default MDBV values in the order of 50-100kB to support sufficiently high peak-to-average throughputs. 
	5QI

Value
	Resource Type
	Default Priority Level
	Packet Delay Budget
(NOTE 3)
	Packet Error

Rate 
	Default Maximum Data Burst Volume

(NOTE 2)
	Default

Averaging Window
	Example Services

	New Value#1
	GBR

(NOTE 1)
	25
	105ms
	10-4
	N/A
	2000 ms
	Interactive Service - visual content for cloud/edge/split rendering, (see TS 22.261 [2])

	New Value#2
	
	25
	2010ms
	10-4
	N/A
	2000 ms
	Interactive Service - visual content for cloud/edge/split rendering, (see TS 22.261 [2])


Question: SA4 kindly asks RAN1 which of these proposed new standardised 5QIs can be supported by NG-RAN and provides feedback to SA2 and SA4.

Answer: In addition to the response LS from RAN1#104-bis-e in April 2021 to SA2 and SA4 (cc: RAN2) in R1-2104117, RAN1 would like to provide the following information in response to the LS from SA4, based on additional evaluation results: even though RAN1 hasn’t performed evaluations with the exact parameters (e.g. in RAN1 evaluations, data rate higher than 45Mbps was not considered and simulation was frame based) presented by SA4 (5QIs), it is RAN1 understanding that these values can be supported by NG-RAN.
2. Actions:

To SA2 and SA4:
RAN1 respectfully asks SA2 and SA4 to take the above information into account in their future work.

Figure � SEQ Figure \* ARABIC �1� Split Rendering with Asynchronous Time Warping (ATW) Correction





Figure � SEQ Figure \* ARABIC �1� Cloud Gaming Reference Architecture





Figure � SEQ Figure \* ARABIC �1� Simulation Breakdown for Split Rendering





Figure � SEQ Figure \* ARABIC �2� Potential Simulation Chart





Figure � SEQ Figure \* ARABIC �2� Breakdown of simulations





Figure � SEQ Figure \* ARABIC �3� Proposed Split of work for XR Traffic





Figure � SEQ Figure \* ARABIC �4�  More detailed interface definitions for simulation interfaces





Figure � SEQ Figure \* ARABIC �5� Content Delivery Modeling





Figure � SEQ Figure \* ARABIC �6� Quality Evaluation





Figure � SEQ Figure \* ARABIC �7� Potential Evaluation Graph





Figure � SEQ Figure \* ARABIC �15� Video Decoding Model





Figure � SEQ Figure \* ARABIC �16� Quality Evaluation Framework





Figure � SEQ Figure \* ARABIC �17� Potential Evaluation Graph





Figure � SEQ Figure \* ARABIC �2� Simulation Breakdown for Cloud Gaming





Figure � SEQ Figure \* ARABIC �3� Potential Simulation Chart





Figure � SEQ Figure \* ARABIC �1� Overview of Software modules, traces and configurations





Figure � SEQ Figure \* ARABIC �1� Basic overview for XR Traffic Simulation Model








� Dr. Thomas Stockhammer (Qualcomm Incorporated), tsto@qti.qualcomm.com


� The information from SA2 is relevant: There may be network deployments that uniformly support the transport of packets with larger Maximum Transfer Unit (MTU) sizes (for example with ethernet jumbo frames of transport MTU size up to 9216 octets), but according to TS 23.501, clause 5.6.10.4 and Annex J, the typical link MTU size is 1358 bytes. This means that for typical network deployments the IP packets size larger than 1358 bytes will imply IP fragmentation. 
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