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1 Introduction
At the 122th SA4 meeting in Athens, it was agreed to define an evaluation framework for AI/ML, including a set of anchor models and corresponding data sets, based on the use cases and scenarios identified in clause 4. This document provides an initial description of such a framework for the evaluation of AI/ML compression methods. The framework is proposed as starting point for further discussions and needs to be refined and completed at further meetings. In detail, the following is proposed:
· A basic structure for clause 7, similar to clause 5 of TR26.955 (5G Video Codec Characteristics).
· A test setup compressing and de-compressing a reference model using a given method under test and deriving related metrics for that method.
· General encoding constraints that might be applied depending on the use case/scenario.
· Metrics to determine the bitstream sizes and the performance of the models.
· A definition of how to characterize a method under test with the given metrics.
Points left open as future work are:

· The definition of specific scenarios and related AI/ML models and test conditions.
· An adjustment of clauses on metrics, encoding/compression constraints based on the finally used scenarios.  
We propose to discuss the suggested text in section 2 and to add agreeable parts (with notes removed) to clause 7 in the permanent document.
2 Proposed Changes: Changes to clause 7 (AI/ML evaluation framework)
7 AI/ML evaluation framework
This clause defines frameworks for evaluation AI/ML methods, including the evaluation of 1) different model split points and intermediate data; 2) different model checkpoints to evaluate model updates; and 3) compressed and non-compressed trained models and their accuracies.
7.1 AI/ML model split points
[TBD]
7.2 AI/ML model checkpoints and updates
[TBD]

7.3 AI/ML model data compression
This clause defines a framework to evaluate compressed and non-compressed trained models and their performances.

7.3.1 [bookmark: _Ref130674456]Overview
The purpose of the framework is to characterize different compression methods under test with different metrics for an objective comparison of these methods. The test setup to derive metrics for a given method under test is shown in Figure 7.3.1-1. It comprises of the following entities: 

· A test encoder and a test decoder implementing the method under test
· A test configuration for the test encoder
· A reference model that is compressed by the test encoder
· A test bitstream representing the compressed reference model
· A test model that is reconstructed by the test decoder from the test bitstream 
· Metrics computation based on the reference model, the test bitstream and the test model
· The derived test metrics for the method under test with respect to the reference model and the test configuration

For encoder-only compression methods, the test decoder is assumed to be transparent, such that the test model is directly given by the test bitstream.

[image: C:\Users\tech\AppData\Local\Microsoft\Windows\INetCache\Content.Word\framework.png]
[bookmark: _Ref126187396]
Figure 7.3.1-1: Derivation of test metrics for a method under test implemented by the test encoder and decoder  

The corresponding test metrics are defined in clause 7.3.2 and their application to characterize a method under test is defined in clause 7.3.4. Furthermore, general constraints that might apply to the test configuration are summarized in 7.3.3.
7.3.2 [bookmark: _Ref130674246]Metrics
This clause defines the metrics that might be used to characterize the model under test.
7.3.2.1 Model size
The reference model and test bitstream are provided as files containing the model parameters. The file size (size) in bit provides a measure for the efficiency of a compression method, combined with an AI/ML performance metric as defined in clause 7.3.2.2.

In particular, the following file types can be distinguished:

a) The reference model is provided as data file containing numParam uncompressed model parameters individually represented as N-byte floating-point values.
b) For encoder-only compression methods, the test bitstream is provided as data file containing numParam quantized and/or reduced model parameters individually represented as N-byte values.
c) For methods requiring a decoder, the test bitstream is a coded representation encoding the parameters jointly. 

For all cases, size can be determined by measuring the file size. For cases a) and b), size can also be determined as numParam * 8 * N.
7.3.2.2 [bookmark: _Ref130674363]Model performance metrics
To quantify the performance (perf) of a reference or tested model, well established measures are used depending on the scenario and the model. All defined metrics provide a single number, when using the AI/ML model on a particular predefined test set. Which performance metrics and test sets are used depends on the scenario and is defined in clause 7.4.

Measures for multiclass classification are:


Measures for binary classification are (as defined in clause 6.1.5 ) with TP, TN, FP, and FN denoting the number of true positive, true negative, false positive, and false negative predictions, respectively.


[Note: Further metrics might be added when used in specific scenarios.]
7.3.3 [bookmark: _Ref130674293]General encoding/compression constraints
This clause defines general encoding and compression constrains that might be used in different scenarios in order to ensure a fair comparison between the tested methods. Which constraints are used, depends on the scenario and is specified in clause 7.4. The following general encoding/compression constraints are defined:

· Data dependent encoding constraint: Under this constraint, the encoding/compression method shall not perform optimization that require further evaluation of a test set, e.g. for fine-tuning or re-training of model parameters. 
· Topology/pruning constraint: Under this constraint, the encoding/compression method shall not modify the AI/ML model topology, e.g. by removing entire layers or tensors.

[Note: Further constraints might be added when used in specific scenarios.]

7.3.4 [bookmark: _Ref130674281]Characterization
Characterization is the evaluation of a compression method under test considering different scenarios with related reference models under different test configurations. More specifically, a compression method under test C is fully characterized, when the following is given for each applicable combination of scenario S and reference model M:
 
· The reference model size (size0). 
· The reference model performance (perf0) using the metric specified for model M in scenario S.
· For each test configuration T, a pair (rSize, perf), with
· rSize denoting the test bitstream size size divided by the reference model size size0.
· perf denoting the test model performance using the metric specified for model M in scenario S

For comparison, (rSize, perf) pairs, as well as perf0, might be reported graphically for different scenarios and models, as shown in Figure 7.3.4-1. Relevant scenarios S, models M, and test configurations T are specified in clause 7.4.
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Figure 7.3.4-1: Example for the characterization of a method M for different test configurations T 

[bookmark: _GoBack][Note: The proposed approach of comparing size –performance curves was also used by MPEG for the development of NNC. A kind of Bjøntegaard-Delta considering rSize and perf of different methods could also be introduced. However, MPEG refrained from that due to problems with poorly overlapping, non-monotonic curves and other issues. Furthermore, an anchor method that could be used for comparison is actually not given for AI/ML compression.]

7.4 [bookmark: _Ref130678296]Relevant scenarios
Considering the media-based AI/ML use cases and scenarios defined in clause 4, the following scenarios which require a transmission of AI/ML model data and thus could benefit from model compression have been identified:

· S1: Full or partial transfer of models for object recognition in image and video (clause 4.1) 
· S2: Transfer of models for post-filtering for video coding (clause 4.2.1.2)
· S3: Transfer of models for crowd-sourcing media capture (clause 4.3.1)
· S4: Transfer of a partially trained NLP on speech (clause 4.4)

An overview of reference models to be used in the individual scenarios is given in Table 7.4-1. The scenarios and related AI/ML models and test configurations are further discussed in the following.

	Scenario 
	Model
	Model name
	numParam[M]
	size0 [Mbit]
	Performance metric
	perf0

	S1
	M1.1
	XXX
	10557
	44
	Top-1
	0.9

	S1
	M1.2
	XXY
	52134
	132
	Precision
	0.9999

	S2
	M2.1 
	XYY
	10875
	2
	Top-5
	0.5

	
	…
	
	
	
	
	



Table 7.4-1: Relevant scenarios and related reference models

[Note: Which and how many reference models needs to be discussed. Then, a more detailed description of models, and test configurations needs to be added for each scenario].
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