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E-mail Discussion: none
Revisions: none
Presenter: Thomas Stockhammer
Online Discussion:
· Thomas identifies a few errors in the presentation.
· Milan: Are interfaces identified closer to the functions APIs and in the middle interfaces?
· Thomas: correct, would prefer bubble.
· Emmanuel: 
· Saba: Whatever OpenXR defines is available, and what is not, can it be added?
· Thomas: what is available can be used, what not, I have no opinion
· Gilles: clarifies that this is not the case
· Saba: Open GL ES is not available in latest platform
· Saba: Do we need the input/output?
· Thomas: it needs to be well-defined as for example a video signal. 
· Saba: understand that OpenXR works well. But only as informative.
· Thomas: OpenXR is defined well and you can use it - why not? Hearing not OpenXR all the time, but what not hearing what else
· Saba: Why is the VR-API mentioned?
· Thomas: the VR-API is assumed to exist as an assumption
· Saba: yes
· Saba: What is meant by multiple buffers?
· Thomas: left and right eye, depth, texture
· Saba: What about metadata delivery?
· Thomas: preferably to do it in MeCAR
· Saba: Ibacs defines split rendering, so should define it there
· Imed: data formats to be defined in MeCAR
· Saba: iRTC and IBACS defines it as well
· Imed: we already have a definition in clause 7. The wire formats should match OpenXR. Already agreed proposals
· Emmanuel: Correct Imed, pose format is part of MeCAR PD v5.0 in 7.2	Pose Prediction Format
· Saba: we should define the the metadata for each service
· Imed: does not make sense to carry this individually
· Imed and Saba continue to discuss what should be done where. Saba proposes to define in RTC WG.
· Imed refers to agreements
· Emmanuel refers to work item: Reminding the first sentence of MeCAR WID: "This work item defines service-independent media capabilities for AR devices. In particular, the following objectives are considered: etc."
· Saba:service-independent is the operative word here 
· Imed admits that the contributions should happen to MeCAR, no iRTW.
· Stefan D: Where are the uncompressed buffers?
· Thomas: IF-3, IF-9 and IF-1
· Stefan: Is there pre-preprocessing happening in microphones and cameras?
· Thomas: yes can happen.
· Stefan: on opensl and opengl, how can we add it. Can we add it IF-1a and IF-1b to create more data interfaces.
· Thomas: opensl and opengl can be added as an example
· Stefan: also on predicted pose information being used in the audio system, this is work in progress.
· Gilles asks if this can be agreed
· Saba: would like to read the details taking into account the discussion
Decision:
· Will be revised taking this into account.
S4aV230009 is revised to S4aV230013.

This document accepts the proposed changes from S4aV230009 and provides revision marks.
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=====  CHANGE  =====
[bookmark: _Toc128127128]5.1	Interoperability Points for Visual and Audio
Figure 16 provides multiple interoperability points and interfaces that may or may not be relevant for the MeCAR specification.
[image: Diagram

Description automatically generated]
Figure 16 – Interoperability points and Interfaces of interest for TS 26.119
Note that the interfaces align with operation points in TS 26.118.
Discussion for each interface is provided in the following in terms of functionalities as well relevancy for the specification in Table 6.
Table 6 – Interfaces of relevance for TS 26.119
	IF
	Name
	Summary of functionalities
	Specification Relevance (normative, reference, informative)

	1
	XR Runtime API
	The functionalities of the API include what is documented in clause 4.2.2 predominantly, namely
· Creation of a XR Session
· Providing controller and pose information to support immersive and 6DoF based rendering.
· Visual composition through swap chains including associated timing and predicted pose information and adapted to the latest pose and the output peripheries. 
· Audio composition to through buffers including associated timing and predicted pose information and adapted to the pose and the output peripheries.
· Synchronization of audio-visual output
· Collection of audio and video sources provided to the XR source management.
· Query of optional processing and rendering capabilities, for example projection formats Tbd
Uncompressed data formats
	The specification will assume that an XR Session is established and that the device provides access to the device peripheries and XR capabilities using anb XR Runtime API.
· During the development of MeCAR work, OpenXR will be used, where applicable, as a reference instantiation of the API for the XR runtime.  
It is assumed that an equivalent functionality of all mandatory functionalities of OpenXR are available through a run-time.
For Visual rendering, it is assumed that at least all functionalities of OpenGL ES are available.
For Audio rendering, it is assumed that at least all functionalities of OpenSL ES and TS 26.118 are available.
This API is similar and an extension to the combination of the VR-API and the 3GPP VR Viewport test point in TS 26.118. See Figure XX, the blue interface.


	2
	XR Source management API
	The functionalities of this API include the configuration on how to access the data from the XR run-time and pre-process in order to serialize the data for delivery and assign the sampling and action tiem of the data.
	The configuration is conceptually relevant in order to select the sources of the device to deliver upstream and to define an appropriate format for the metadata, using typical XR Runtime API semantics. 
However, the detailed API will not beis not specified in the TS26.119.

	3
	XR Source media and metadata formats
	Uncompressed buffer format
The functionalities of this interface include to collect information from the XR Runtime that then may be serialized, time-stamped, and compressed, including: 
· Viewer pose and projection parameters needed to render using the xrLocateViews function to render each view for use in a composition projection layer.
· Camera output
· Microphone output
· Other sensor and haptics dataTbd
	For XR metadata to be possibly delivered over a network interface, the raw formats including information on timing needs to be defined in order to permit serialization of the data in metadata delivery. Information includes viewer pose, triggers and actions, etc.
For this specification the following needs to be defined:
Input  [compressor]  binary  [decompressor]  output
1) The input is sampled from the XR runtime API. After compression and decompression, the output needs to be represented as if it would be provided from the XR runtime.
2) Compressor and binary formats are defined in MAF.
3) Input/output formats need to be determined and are conceptually assigned to this function

	4
	MeCAR media formats
	These are is is the core network interfaces to support media delivery in the downlink and uplink.
The functionality includes:
· Scene Description delivery and updates
· Audio and video decoding formats for parallel decoding of for multiple buffers
· Audio and video encoding for multiple buffers
· Coding and delivery of pose information
· Media Session Handling and QoS
· Metadata delivery
· 5GMS based Content Delivery protocol based on DASH/CMAF
· RTP-based delivery
· Encryption and security
· Rate control
	Core of the specification for TSR 26.119
This API is equivalent to the 3GPP VR OP as defined in TS 26.118.
The DASH API is not defined as the entry point is the Scene Description.

	5
	Media Session HandlingHandler API
	This API and functions allows to support integration into the 5G System to support 5G Network functionalities such as session establishment, QoS, QoE reporting, discovery and establishment of edge capabilities, etc.
	This aspect is outside of MeCAR, but is included in 3GPP system specs that adds MeCAR capabilities to the system.
Example for such systems are IMS, 5G Media Streaming, etc.

	6
	Internal Interprocess communicationMedia Session Handler API
	The application may have access to control the runtime and the sources in order to configure the work flow.Tbd
	This is outside of the scope of the specificationTbd

	7
	MAF-API
	A functionality to configure and control the media access and delivery by the scene manager, the XR source manager and/or the application in order to set up media delivery pipelines. The API is rich enough to support configuration of
· Downlink access for media
· Downlink access of scene description
· Uplink delivery for media
· Uplink delivery for metadata 
The information may include for example dynamic information such as updated pose information, etc.Tbd
	A reference API should be specified for the MAF in order to configure the pipelines. While this API may not be mandatory, it is a reference to support the functionalities of media pipelines.
This part is included in the VR-API as defined in TS 26.118.

	8
	Application network communication
	The application may connect to the network to identify entry points or deal with XR Runtime specific data. Tbd
	Basic functions entry point assumptions may be supporteddocumented, but do not have to be specified in TS26.119.

	9
	Scene Information and buffers formats
	Uncompressed buffer format
The functionality of this interface is to define a set of primitive buffers for different media types that can be rendered by the Visual and Audio renderer. In combination with the Scene description, the information can be used to render 3D and immersive scenes by the Scene manager and the presentation engine.
The combination of the scene description information, possibly generated from the application or in a scene description delivery document, as well as the primitive buffers provide sufficient information to the presentation engine in order create an immersive audio-visual experience
	A reference scene description format based on glTF2.0 as a reference. 
The scene description is specified as one way to support it, but equivalent application functions may be defined. A proper subset of glTF2.0 with possible extensions need to be defined.

This information is similar to what was defined as VR Scheme in the context of TS 26.118

	10
	Scene Manager API
	This interface allows to configure the scene manager
	The configuration is conceptually relevant in order to establish the rendering pipelines. 
However, the detailed API is not specified in TS26.119.



[image: ]
image1.png
"6

Presentation Engine.

56 system
(Uu)

Microphones




image2.png
3GPP VR DASH 3GPP VR Media Profile 3GPP VR 3GPP VR Rendering Scheme 3GPP VR Viewport
Interop point £ rop point Opergtion Point Intefop point test poigt

MFP Deco
s
Access ig
Engine Trd File edia Media
Parser | Bitjtream /| Decoder Ren
Segrfent Meta a

A

Static and Dynamic
Configuration and Control -

VR Application





