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1. [bookmark: _Toc504713888]Introduction
In this contribution, we discuss how immersive audio support can be introduced in XR.
1. Immersive Audio Support
Immersive experiences start by setting up an immersive scene that consists of different media types such as: visual media, audio media, and haptics. The scene may then be purely virtual (VR) or anchored to the user’s real-world environment (AR). 
The visual media consists typically of a set of visual 3D objects that may have attributes such as geometry, colors, and textures. The audio media will consist of spatial audio, e.g. in the form of audio sources as well as acoustic characteristics of the scene. 
The haptics media consists of haptics perception signals that emulate among other things, pressure, temperature, vibration, friction, etc. 
All these media are associated with an Avatar representation of the user, which contains a visual viewer, an audio listener, and a haptics avatar. 
To consume an immersive scene an XR scene manager will be required. The XR scene manager reads a description of the scene and updates of it, requests the described media from the Media Access Function, processes and renders the received media, and then sends it for display on the target headset using APIs like OpenXR.
The architecture of such a system is depicted by the following diagram:

 [image: ]
This design would separate the media fetching and decoding from the rendering and the XR Scene Manager will receive the decoded media and the associated spatial metadata and perform rendering using a graphics engine, an audio renderer, and a haptics renderer. 
Unfortunately, there was were concerns raised by audio SWG members. a strong pushback against this design from the audio community. There is a strong assumption that the Audio Subsystem will perform all the decoding and rendering inside a black box to optimize the experience. Thus, separating audio decoding from rendering seems to be rejected less preferred as an ideain the context of 3GPP services.
The following diagram depicts the an alternative direction in which the system design is goingfor the system design, that may be considered in case the audio experience is fully maintained.:
[image: ]
Similar variations of the architecture were proposed by Fraunhofer on an e-mail thread and are provided here for the discussion:



and 


The issue that arises from such a design is the isolation of the audio path from the rest of the immersive scene and the other media types. As described above, for XR media is connected in space and time, for example, a care speeding up in the scene should have its audio source moving along, sharing the same orientation and position as the visual representation of the car. This requires the enforcement of the same coordinate system and node graph for all audio and visual objects in the scene. Also, the anchoring into the real world must follow the same anchor point and orientation, meaning that a single XR anchor space must be used with the XR system. This task has to be performed by the XR scene manager.
Note that for VR in TS 26.118 we also have a shared spatial system across audio and video.
To overcome this problem, we propose different solutions. In the design depicted by the next figure, the audio sub-system will allow the presentation engine to adjust and potentially overwrite some or all of the audio scene to align with the corresponding visual scene. The callback may be done periodically, for example for the duration of one audio sample or set of samples.
[image: ]

An alternative solution is depicted by the next diagram. In this solution, the audio bitstream is pre-processed to adjust the spatial audio metadata to align with the visual scene.
[image: ]
Another solution could be having the XR scene manager extract the audio scene and convert that to an immersive audio bitstream that can be processed by the audio sub-system.
To enable the first two solutions, a mapping between the graph nodes of the visual scene graph and their corresponding nodes in the audio scene graph will be required. 
1. Proposal
We propose to discuss the proposal and agree on the way forward for the integration of immersive audio.We propose to address the audio architecture in the permanent document. For this purpose, we propose to:
· Document both audio architectures in the permanent document
· Discuss if only one or both architectures need to be supported
· For architecture #1 (audio and video share same scene manager), identify what minimum rendering may be needed in order to combine existing 3GPP audio codecs with a rendering architecture
· For architecture #2, identify which information needs to be exposed to 3D audio solutions (for example IVAS) in order to used as an audio subsystem as part of XR experiences.
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