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1 Introduction
The study item on “Artificial Intelligence (AI) and Machine Learning (ML) for Media” (approved by SA#95e in SP-220328) includes the objectives to 1) identify and document the available data formats and suitable protocols for the exchange of different data components of various AI/ML model, and to 2) investigate the data traffic characteristics of these data components for delivery over 5G system, including whether there are any needs and potentials for data rate reduction. A generic data format that allows transmission at reduced data rate is defined by the new standard for neural network coding (NNC) in ISO/IEC 15938-17 “Compression of Neural Networks for Multimedia Description and Analysis”. We propose to include NNC in clause 5.5 (Existing format for AI/ML models) of the Permanent Document (S4-220755) using the initial description provided in clause 2 of this document.
2 Proposed Changes
2.1 New sub clause for clause 5.5 (Existing formats for AI/ML models)
5.5.7	Neural Network Coding (NNC) format
The Neural Network Coding (NNC) standard [4] has been developed by ISO/IEC for transmission and storage of machine learning models for multimedia description and analysis. It specifies a compressed representation format for neural network data and processes for its decoding. As shown in Figure 5.5.7-1, NNC follows a toolbox approach: It offers a variety of options to represent and code neural network (NN) data, which can be flexibly selected based on the requirements of a particular use case. In particular, NNC defines data structures and syntax elements to support the following:
· Packaging of NN data of different types in neural network representation (NNR) units for access from a system or application layer.
· Signaling of metadata related to various methods of pre-processing for data reduction
· Compression of NN weights/tensor coefficients using quantization and entropy coding
· Interoperability with other exchange (e.g. NNEF [2], ONNX [3]) or native formats (PyTorch, TensorFlow).
For access from a systems or application layer, NNC packages the NN data in neural network representation (NNR) units. NNR units that can carry different types of NN data: NNR parameter set and NNR layer parameter set units convey metadata and information related to the entire NN and individual NN layers, respectively. NNR topology units contain information on the NN topology, e.g. the connections between layers/tensors. The actual tensor data is conveyed in NNR quantized information and NNR compressed data units. Finally, NNR aggregate units allow to combine several NNR units of different types that are related. 
NNC allows to signal metadata related to typical pre-processing and parameter reduction methods in NNR parameter set units or NNR layer parameter set units. More specifically, NNC supports inclusion of parameters related to sparsification, pruning, low-rank decomposition, unification, batch norm folding, and local scaling. 
[bookmark: _GoBack]NNC represents the NN weights/tensors in NNR compressed or NNR quantized information data units. Tensor/weight coefficients can be signaled as raw data or quantized with different methods, which are uniform, codebook, or dependent quantization. Furthermore, the quantized coefficients can be binarized and entropy coded using a context adaptive arithmetic coder, called DeepCABAC.
NNC can be used as complement to other native (e.g. PyTorch, TensorFlow) or exchange (e.g. NNEF, ONNX) representation formats. This can be done by two means: First, NNC allows to embed topology information of other formats into an NNR bitstream. More specifically, the byte sequences of other formats can be signaled in NNR topology units, which are then conveyed together with NNR compressed data or NNR quantized information units representing the coded or quantized tensors/weights. Second, NNR units representing coded tensors/weights can be embedded in the containers of other formats. Informative recommendations on how to use NNC in combination with PyTorch, TensorFlow, NNEF, and ONNX are given in the Annexes A to E of the standard [4]. 
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Figure 5.5.7-1: Generation of a neural network representation (NNR) bitstream consisting of NNR units. Tools for pre-processing, parameter reduction, quantization, and entropy coding can be selected based on the complexity and compression requirements of a given use case.

2.2 New reference in section 8 (References)
[4]	“Text of ISO/IEC FDIS 15938-17 Compression of Neural Networks for Multimedia Content Description and Analysis”, MPEG document N00080, ISO/IEC JTC 1/SC 29/WG 04, April 2021.
 
3 Proposal
We propose to add the text of clause 2 of this contribution to the Permanent Document.
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