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* * * First Change * * * *

4.3
Basic Processes in an AR Session

4.3.1
Introduction
In this clause we provide a  
workflow for setting up an AR session between a 5G STAR/EDGAR UE and an edge/cloud for streaming and rendering AR scenes from a scene provider. The basic workflow is provided in Figure 4.3.1-1. In this case, the following steps happen:

1.
The application contacts the application provider to fetch the entry point for the content. The acquisition of the entry point may be performed in different ways and is considered out of scope. An entry point may for example be a URL to a scene description.

2.
In case the entry point is a URL of a scene description, the application initializes the Scene Manager using the acquired entry point. 

3.
The Scene Manager retrieves the scene description from the scene provider 
based on the entry point information. It then establishes a session 
with the scene provider for retrieving scene-related information.
NOTE: The scene provider can be mapped to a functional entity in the cloud/edge. Architecture mappings are described in clause 6.
4.
The Scene Manager parses the entry point and creates the immersive scene.

5.
The Scene Manager requests the creation of a local AR/MR session from the AR Runtime. 

6.
The AR Runtime creates a local AR/MR session and performs registration with the local environment.
Then two types of sessions are established
:

7: AR scene delivery session: In case entry point is a scene URL, a session - for accessing a scene and related media 
over the network is established. This can basically use the MAF as well as the scene manager as well as the corresponding network functions. Details are introduced in clause 4.3.2. 
NOTE: this is an example of how AR media and scene data is acquired through a scene provider. Other architecture mappings exist as described in clause 6. 
8: XR Spatial Compute delivery session: A session that uses sensor data to provide an understanding of the physical space surrounding the device to determine the device’s position and orientation and placement of AR objects in reference to the real world and uses XR Spatial Description information from the network to support this process. This uses the XR Spatial Description functions as introduced in clause 4.2.5. Details are introduced in clause 4.3.3.

:
Both sessions run independently, but the results of both sessions (e.g., media organized in a scene graph and pose of the AR device) are inputs of the AR/MR scene manager function. This function handles the common processing of the two asynchronous sessions to create an AR experience.


[image: image2.wmf]5

G

 

S

T

A

R

/

E

D

G

A

R

 

U

E

A

R

/

M

R

A

p

p

l

i

c

a

t

i

o

n

A

R

R

u

n

t

i

m

e

S

c

e

n

e

M

a

n

a

g

e

r

M

e

d

i

a

 

A

c

c

e

s

s

F

u

n

c

t

i

o

n

E

d

g

e

/

C

l

o

u

d

M

e

d

i

a

 

D

e

l

i

v

e

r

y

F

u

n

c

t

i

o

n

S

c

e

n

e

P

r

o

v

i

d

e

r

X

R

 

S

p

a

t

i

a

l

C

o

m

p

u

t

e

 

S

e

r

v

e

r

A

R

/

M

R

A

p

p

l

i

c

a

t

i

o

n

P

r

o

v

i

d

e

r

1

:

 

F

e

t

c

h

 

c

o

n

t

e

n

t

 

e

n

t

r

y

 

p

o

i

n

t

2

:

 

i

n

i

t

i

a

l

i

z

e

 

s

c

e

n

e

 

m

a

n

a

g

e

r

w

i

t

h

 

U

R

L

/

l

o

c

a

t

i

o

n

 

o

f

 

s

c

e

n

e

 

d

e

s

c

r

i

p

t

i

o

n

3

:

 

c

r

e

a

t

e

 

A

R

 

s

c

e

n

e

 

s

e

s

s

i

o

n

4

:

 

p

a

r

s

e

 

a

n

d

 

p

r

o

c

e

s

s

s

c

e

n

e

 

d

e

s

c

r

i

p

t

i

o

n

5

:

 

E

s

t

a

b

l

i

s

h

 

A

R

/

M

R

 

s

e

s

s

i

o

n

6

:

 

c

r

e

a

t

e

 

a

n

d

 

i

n

i

t

i

a

l

i

z

e

A

R

/

M

R

 

s

e

s

s

i

o

n

S

e

e

 

d

e

t

a

i

l

s

 

i

n

 

4

.

3

.

2

7

:

 

A

R

 

S

c

e

n

e

 

D

e

l

i

v

e

r

y

 

S

e

s

s

i

o

n

S

e

e

 

d

e

t

a

i

l

s

 

i

n

 

4

.

3

.

3

8

:

 

X

R

 

S

p

a

t

i

a

l

 

C

o

m

p

u

t

e

 

D

e

l

i

v

e

r

y

 

S

e

s

s

i

o

n

9

:

 

c

o

m

b

i

n

e

 

A

R

 

s

c

e

n

e

 

d

a

t

a

a

n

d

 

X

R

 

S

p

a

t

i

a

l

 

c

o

m

p

u

t

e

 

d

a

t

a

h

t

t

p

:

/

/

m

s

c

-

g

e

n

e

r

a

t

o

r

.

s

o

u

r

c

e

f

o

r

g

e

.

n

e

t

 

v

6

.

3

.

8

Figure 4.3.1-1: Basic workflow for AR sessions


Each of the session typically runs independently, but information may be exchanged on the device or in the network, typically moderated by the application, the similar requirements for media flow and device functional structure.
* * * Second Change * * * *
6.5
AR conversational services

* * * Third Change * * * *
6.6.1

Introduction

This clause extends AR conversational services defined in clause 6.5 to consider shared AR conversational experiences in virtual conference rooms. Shared AR Conversational experience is an end-to-end conversational service that includes communication between two or more parties through a network/cloud entity that creates a shared experience. In this case, part of the AR experience is at least re-created in a cloud, e.g. in virtual rooms. The building blocks in clause 6.5.1  may be used to realize shared AR conversational services. 












* * * Fourth Change * * * *

6.6.2
Relevant use cases

The use cases relevant to this scenario may be further categorized including:
-
UC#8: 360-degree conference meeting

-
UC#9: XR meeting

-
UC#10: Convention / Poster Session

-
UC#12: AR avatar multi-party calls

-
UC#13: Front-facing camera video multi-party calls
-
UC#19: AR conferencing

-
UC#22: Shared AR conferencing experience

* * * Fifth Change * * * *

6.6.3
Basic architecture
To describe the functional architecture for shared AR conversational experience use-case such as clause Annex A.7 and identify the content delivery protocols and performance indicators, an end-to-end architecture is addressed. The end-to-end architecture for AR conferencing (one direction) is shown in Figure 6.6.3-1. 
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Figure 6.6.3-1: One direction conversational service for STAR UEs.

Camera(s) are capturing the participant(s) in an AR conferencing scenario. The camera(s) for each participant are connected to a UE (e.g. laptop or mobile phone or AR glasses) via a data network (wired/wireless). Live camera feeds, sensors, and audio signals are provided to a UE which processes, encodes, and transmits immersive media content to the 5G system for distribution.  In shared AR conversational services, the immersive media processing function on the cloud/network receives the uplink streams from various devices and composes a scene description defining the arrangement of individual participants in a single virtual conference room. How to acquire information about virtual room setup and arrangements is out of scope of this document. The scene description as well as the encoded media streams are delivered to each receiving participant. A receiving participant’s 5G STAR UE receives, decodes, and processes the 3D video and audio streams, and renders them using the received scene description and the information received from its AR Runtime, creating an AR scene of the virtual conference room with all other participants.

Also note that if the format conversion is desired, the immersive media processing function on the cloud may optionally use media services such as pre-processing of the captured 3D video, format conversion, and any other processing before compression of immersive media content including 3D representation, such as in form of meshes or point clouds, of participants in an AR conferencing scenario.  

Editor’s Notes:

1. The exact functionality of the immersive media processing function, whether it includes a partial scene rendering such as Unity or it is pure scene description needs to be clarified. Clarification of 6.5 regarding the scene processing on the device is also needed.

2. For the composite scene generation, the immersive media processing function takes the input from the participants’ physical constraints, so that the generated scene is consistent with every participants’ environment and can be rendered at each device consistently.

Finally, while the sender’s functionality shown in Figure 6.6.3-1 is identical in the STAR and EDGAR devices, if an EDGAR device is used to receive the shared AR conversational services, it uses the split-rendering function on Cloud/Edge. In this case, the 5G STAR UE (receiver) of Figure 6.6.3-1, is replaced with the 5G EDGAR UE (receiver) and the cloud/edge functionality shown in Figure 6.6.3-2.
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Figure 6.6.3-2: Replacement of the STAR UE device with EDGAR and cloud/edge pre-rendering.

Editor’s Notes the call setup and control in the case of EDGAR is still FFS.

* * * Sixth Change * * * *

6.6.4 Generic Call flow 
Figure 6.6.4-1 illustrates the call flow for an immersive shared AR conversational for a receiving EDGAR UE. Only one sender is shown in this diagram without showing its detailed call flow. 
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Figure 6.6.4-1: Shared AR conversational experience call flow for a receiving EDGAR UE

Procedures:
1.
Session Establishment:

a.
The AR/MR Application requests to start a session through EDGE.
b.
The EDGE negotiates with the Scene Composite Generator (SCG) and the sender UE to establish the session.

c.
The EDGE acknowledges the session establishment to the UE.

2.
Media pipeline configuration:
a.
MAF configures its pipelines.

b.
EDGE configures its pipelines.

3.
The AR/MR Application requests the start of the session.

Loops 4, 5, 6, and 7 are run in parallel:

4.
AR uplink loop:

a.
The AR Runtime sends the AR data to the AR/MR Application.

b.
The AR/MR Application processes the data and sends it to the MAF.

c.
The MAF streams up the AR data to the EDGE.

5.
Shared experience loop:

a.
Parallel to 9, the sender UE streams its media streams up to Media Delivery (MD).

b.
The sender UE streams its AR data up to the Scene Graph Compositor (SGC).

c.
Using the AR data from various participants, the SCG creates the composted scene.

d.
The composted scene is delivered to the EDGE.

e.
The media streams are delivered to the EDGE.

6.
Media uplink loop:

a.
The AR Runtime captures the media components and processes them.

b.
The AR Runtime sends the media data to the MAF.

c.
The MAF encodes the media.

d.
The MAF streams up the media streams to the EDGE. 

7.
Media downlink loop:

a.
The EDGE parses the scene description and media components, partially renders the scene, and creates a simple scene description as well as the media component.

b.
The simplified scene is delivered to the Media Client and Scene Manager.

c.
Media stream loop:

i.
The pre-rendered media components are streamed to the MAF.

ii.
The MAF decodes the media streams.

iii.
The Scene Manager parses the basic scene description and composes the scene.

iv.
The AR manager after correcting the pose, renders the immersive scene including the registration of AR content into the real world.

* * * End of Changes * * * *
�The workflow is not generic but does give a valid workflow for few main use-cases. It does not cover all AR architecture mappings in section 6. For example, sections 6.5 and 6.6 have different workflows. The workflow here is similar to media streaming workflow in 6.3. 


�What is a scene provider? It is not defined in the architecture.


�What is an AR scene session? It is not defined in the TR.


�Are the two sessions based on the session created in step 3? Or are these two completely new sessions? In case these are new sessions, what happens to the session in step 3? How is it terminated? In case the two sessions are dependent on session created in step 3, what is the relation?  


�Media is not necessarly acquired from the scene provider. It may come through other entities.
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!@@@Chart-generator later than 5.0����ÿZ�#This is the default signalling chart.
#Edit and press F2 to see the result.
#You can change the default chart
#with the leftmost button on the Preferences pane of the ribbon.

numbering=yes;
text.wrap = yes;
EDGAR[label="5G receiving EDGAR UE"]{
    App[label="AR/MR\nApplication"];
    AR[label="AR\nRuntime"];
    SM[label=" Scene\nManager"];
    MAF[label="Media\nAccess Function"];
}; 
EDGE[label="Cloud/Edge\n Split-rendering"]; 
Cloud[label="Network/Cloud"]{
    MD[label="Media Delivery"];
    SGC[label=" Scene Graph\n Compositor"];
}; 
SENDER[label="5G Sender UE"];

box App..SENDER: Session Etablishment {
    numbering.append = "abc";
    App->MAF->EDGE: Request to start a session; 
    EDGE<->SGC<->SENDER: Session Negotiation;
    EDGE->MAF->App: Acknowledge Session Establishment;
};

box MAF..EDGE: Media Pipeline configuration {
    numbering.append = "abc";
    parallel MAF--MAF: Config. piplines;
    EDGE--EDGE: Config. piplines;};
};

App->AR->MAF->EDGE: Start session;
  
box App..EDGE: AR uplink loop [color="lgray"]{
    numbering.append = "abc";
    AR->App: AR data;
    App->MAF: AR data;
    MAF->EDGE: AR data;
};  


box EDGE..SENDER: Shared experience streams [color="lgray"]{
    numbering.append = "abc";
    SENDER->MD: Media streams;
    SENDER->SGC: AR data;
    SGC--SGC: Composing scene based AR data;
    SGC->EDGE: Scene & scene updates;
    MD->EDGE: Media streams;
};

box EDGE..AR: [tag="EDGAR-EDGE split-rendering"] {
box EDGE..AR: Media uplink [color="lgray"]{
    numbering.append = "abc";
    AR..AR: Capturing and process media data;
    AR->MAF: media data;
    MAF--MAF: Encoding Media;
    MAF->EDGE: Media streams;
    };
        
box EDGE..AR: Media downlink [color="lgray"]{
    numbering.append = "abc";

    EDGE--EDGE: Scene parsing and split rendering;
    EDGE->MAF->SM: Basic scene description;          
    box EDGE..AR:media stream loop [color="gray"]{
        numbering.append = "iii";
        EDGE->MAF: Media streams;
        MAF--MAF: Decode media;
        MAF->SM->AR: scene parsing & media rendering;
        AR--AR: Pose correstion and rendering;
    };
};
};
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