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1. Introduction 
An offline call for discussing spatial computing aspects for FS_5GSTAR was held on October 25th with participants from the contributing companies of this Tdoc. The call was organized to discuss earlier contributions on spatial computing, specifically Tdoc S4aV210797. Notes from the meeting are shared below for everyone’s information. 
2. Minutes of the Offline call
1. After extended discussions, we basically agreed that the current architectures more or less already include the spatial compute scenario by two means: 1) AR run time on device 2) an AR/MR application in the network. Hence, it is important to augment existing architectures and definitions carefully, and not create an independent set of new terms. If some of the definitions in TR 26.998 are not adequate, they may be replaced. 
2. The functionality of a “vision engine” as defined in 4.2.1 part c, is supposed to include the spatial computing functionalities for AR Runtime. The term spatial computing should be added there as a means to get registered. Generally, the term may be updated to “spatial compute” indicating additional functions including registration and on device AI for recognition and perception.
3. The current TR already includes a term AR functions (red box) in the application on the server and in the application domain the term “Semantical Perception”. Some may argue that the term “spatial computing” can be used as the collection of all functions related to AR runtime related computation, also on the network. We can agree to use the term if this is consistent with the AR community. If we do so, “spatial computing” not only includes localization and spatial mapping but may also include semantical perception, encompassing AI/ML procedures for object recognition etc. 
4. By doing so, the Spatial Computing scenario then fully overlaps on what is currently defined under section 6.4 for Cognitive Services. As such, clause 6.4 in TR 26.998 may be renamed to “Spatial Computing Scenario” and merged with the proposal in S4aV210797. A World Map server (or some other appropriate term indicating the storage of AR runtime related assets) may need to be added. 
5. A definition of XR spatial description, trackables and anchors can be defined as a new Section 4.4.7. The section should include formats for XR spatial description currently available. The most relevant aspect around the description is for education in order to identify if there are benefits to use 5G System tools (compression, protocols, 5QIs, slices) for the delivery of such world map information and why OTT delivery via M8 is possibly not sufficient.
6. The need for a world map server for data storage to provide spatial computing was discussed and understood. XR spatial description exchange from the World Map Server to the client may happen:
a. on the application layer, and further description of the traffic and QoS requirements is considered out of the scope of this TR. 
b. as a 5G service for which further details about the size and type of formats and QoS expectations may be needed. 
7. Device Functional architectures in section 4.2 of TR 26.998 were reviewed to see if they cover spatial computing service, specifically the need for a world map server to provide XR spatial description and some gaps were identified. 
a. Section 4.2.2.2 can be further assessed if it includes the appropriate definitions in AR functions to include the required functionality for world map server.
b. Section 4.2.2.3 would need to be updated to include semantic perception and spatial computing. 
8. We also need to identify the type of signals sent from the AR run time to the spatial compute server in case of an EDGAR based approach, i.e. where most of the spatial compute and perception is carried out in the edge.
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3. Proposal
The current document is provided for information and discussion and also for consideration in future contributions on the topic.  It is proposed to 
· discuss and agree, if spatial computing is used as the umbrella term for all compute function related to the AR time that support localization, registration and perception, and if not, what would be a better term.
· agree on the principle updates above and implement this in an updated version for the TR for SA4#116e
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