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1. Introduction & Proposal
TR26.998 (version 0.1.0 released September 8, 2021) does not currently describe all the required components for the spatial computing service scenario. Trackables have not been defined or described in section 4.4 entitled “AR Content Formats and Codecs.” 

This contribution is designed to answer the open questions that were unanswered in prior meetings when the Spatial computing service scenario description was proposed. 

The purpose of this contribution is to describe the principles of Trackables, including 3D Maps, and to propose text to be used in TR26.998. 

The text included in this contribution is adapted from the ETSI GS ARF 004-2 V0.0.4 (2021-06) Augmented Reality Framework (ARF) Interoperability Requirements for AR components, systems and services Part 2: World Storage and AR Authoring functions. The GS004-2 specification is available from the following link: https://docbox.etsi.org/ISG/ARF/Open/gs_arf00402v0.0.4.pdf
	Reason for change:
	To include descriptions of Trackables and Anchor, including 3D Maps, which are required for the full description of the new spatial computing service scenario

	
	

	Summary of change:
	Definitions of trackables, including but not limited to 3D Maps and Anchor, and a clause about trackables

	
	

	Consequences if not approved:
	The spatial computing service scenario and all the required components will not be fully described.



2. Proposed changes

******CHANGE #1*****

Trackable: A trackable is a digital element with calculated features (e.g., mesh trackable, learnt trackable, map trackable, CAD trackable) or an element of the real world of whose features are available and/or could be extracted (e.g., fiducial marker, radio, UWB, image, sound). Features can be made available from an analysis of the element itself (fiducial markers, natural images, 3D point cloud) or processed from a representation of the element (3D CAD model). 
Anchor: position and orientation of the real world to which AR assets are attached.

****END OF CHANGE #1****


******CHANGE #2*******
4.4.3 Trackable
[bookmark: _GoBack]Trackables are used by a vision engine or AR function for the purpose of estimating the pose (pose estimation) of the trackable or the AR device and for world understanding (e.g. object recognition, or user activity analysis). Trackables provide a Coordinate Reference System in which a pose can be expressed. Due to different use case requirements, trackables for use by AR systems are available in a range of types. Nine types of trackables, shown in Figure 4.4.3-1, have been identified.
[image: ]
Figure 4.4.3-1: Types of trackables
.
4.4.3.1		Fiducial trackable
A fiducial marker (or fiducial) is an object placed in the field of view of an imaging system that appears in the image produced, for use as a point of reference or a measure [source is Wikipedia]. 
In order to provide scale, fiducial trackables include information about the trackable’s original size.  Patterns, such as a grid of black and white boxes, can be used to define the ID of the fiducial trackable.
4.4.3.2	Image trackable
An image trackable is an image combined with its size and resolution. 2D geometric primitives of interest (e.g. points or segments) are detected in an image trackable. Each 2D geometric primitive is associated to a descriptor to be used by the computing system [e.g. Scale-Invariant Feature Transform (SIFT), Speeded Up Robust Features (SURF), Binary Robust Independent Elementary Features (BRIEF), Oriented FAST and rotated BRIEF (ORB), or Accelerated-KAZE (AKAZE)] to characterize the 2D geometric primitive in the most discriminating way while being invariant to rotation, scale or illumination. Image geometric primitives with their associated descriptors represent the features extracted from an image trackable. At runtime, these features are matched to the ones extracted from a given image captured by a camera of an AR device. From these matches, and knowing the position of the features extracted from the image trackable in relation to the real world, the 3D pose of the vision sensor is estimated.
4.4.3.3	Mesh and CAD trackable
Mesh and Computer-aided Design (CAD) trackables are composed of a 3D model from which 2D or 3D features have been extracted. At runtime, these features are matched with the ones extracted from the vision sensor embedded in the AR device. From these matches, and knowing the position of the features extracted from the mesh or CAD trackable in relation to the real world, the 3D pose of the vision sensor is estimated.  
4.4.3.4	3D Map trackable
A 3D Map trackable is a set of 3D features previously built by an AR device. 
Most modern AR system are able to build sparse 3D maps using Simultaneous Localization And Mapping (SLAM). These sparse 3D maps are created during the mapping step by triangulating matching features extracted from images captured by the vision sensor embedded in the AR device. This mapping process can be performed either at runtime or offline. A 3D map trackable is then used at runtime to relocalize the AR device by matching the features extracted from the current image with the ones stored in the previously built 3D map. In order to accelerate the searching and matching step for large environment, an optimization is necessary. The process of optimization consists of retrieving an image used during the mapping step from a requested image captured at runtime, and then matching keypoints common to both the current and the retrieved image instead of all the 3D points of the map. Thus, in addition to the 3D feature cloud, this optimization requires storing the retrieval image model (e.g. a bag of word model), the 2D features for each image used during the reconstruction (to match features between the current and the retrieved image) as well as the correspondences between these 2D features and the 3D points (to get the correspondences between the 2D features of the current image and the 3D points stored in the 3D Map Trackable). In this case, the map file size for an area of a hundred square metres may reach or exceed the storage capacity of the AR device.
Some AR systems are using a dense 3D map of the real world. Using readings generated by a device’s depth sensor, pose of the AR device can be calculated by comparing the depth image capture by the AR device with the dense 3D map. Although this approach is processing intensive, the fact that it is based purely on the 3D geometry of the scene means using this trackable with depth sensing does not suffer as heavily from changes in appearance of the user’s environment over time.
4.4.3.5	Radio and UWB trackable
Radio and UWB trackables make use of the distribution characteristics of electromagnetic waves and typically differ in frequency range and achievable pattern resolutions. Two types of Radio and UWB trackables can be used for positioning an AR device. The first solution is to register a fingerprint of the wave signal received by the Radio or UWB receptor (tag) from the Radio or UWB emitters (anchors) for a large number of positions in the real environment. In real-time, the wave signal captured by the receiver is compared to the fingerprint to estimate the position of the AR device. The second approach is to measure the distance between the tag and the anchors based on the time-of-flight of the signal. Knowing the position of the anchors, the position of the tag can be estimated by triangulation.
4.4.3.5	Learnt trackable
Learnt trackables are trackables based on machine learning approaches, and are composed of a learnt model (e.g. deep neural network or a random forest).
Some models using learnt descriptors characterize the features used by previous trackable types. Others learnt 2D/2D, 2D/3D or 3D/3D correspondences to improve the matching step. Finally, some learnt models can directly infer the pose from one or several images captured by the vision sensors in an end-to-end manner. Thus, a learnt model can be used as a trackable to estimate the pose of an AR device, or to recognize an object in the real environment.  
****END OF CHANGE #2****
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B 1. Introduction & Proposal graphical scene based on support from the AR Runtime. Details are provided in clause 4.2.4
TR26.998 (version 0.8.0 released May 28, 2021) describes six service scenarios. In Spatial Computing: Procesing rlatd o the hum inteaction with & machin i which the machine reains and
contribution 0711, edits the table 6.1-Twere proposed to add a new service scenario and the ‘manipulates refecences to ceal abjects and spaces. It avolves 3D localization, 3D mapping and understanding of the real
use cases that could benefit from the spatial computing services. In the second change, a new world, including the scene, objects and users.
section (section 6.7, called large scale spatial computing), captures how spatial computing ** End of Change 1***
functions can be moved on the edge/cloud to handle large scale AR experiences as well as
spatial computing processes not achievable on the UE *** Change 2 ***
During the June 22 meeting, some modifications to the Figure 6.7.3.1-1 were recommended. In
N the July 6 feedback to contribution 0722 was provided. We have updated the Figure 6.7.3.1-1 O 4.4.3 Trackable
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2. Proposed changes

3 Definitions, symbols and abbreviations
3.1

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following
apply. A term defined in the present document takes precedence over the definition of the same term, if aay, in 3GPP
TR 21.905 [1].

Definitions

5G AR/MR service: A 5G ARMR service is an AR/MR experience that s supported by media content that is partially
or fully accessed through 3GS.

5G System (Un): Modem and system functionalities to support 5G-based delivery

AR/MR Application: a software application that integrates audio-visual content into the user's real-world
environment,
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A trackable is an element of the real world of which features are available andior could be extracted. Features can be.
‘made available from an analysis of the element itself (fiducial markers, natural images, 3D poiat cloud) o processed.
from a representation of the element (3D CAD model). This features are used by the vision engine or AR functions for
spatial computing purpose such as pose estimation of the trackable or the AR device, world vaderstanding (e.g. object
secognition, or user activity analysis). Depending of the use case, several rackable can be used in AR systems,

4431

Fiducial trackable
Fiducial trackable are a
4.4.4 Metadata

4441 User pose information

User's position may be represented as a geolocation with longitude and latitude. The position may also be represented

a: a point in a scene. The scene may be represented as a bounding box on  geometry which represeats ser's real

environment. When an AR/MR device reports the user position to obtain a split render of the immersive media from 2

server, the device calculating the user pose should be either a geolocation, a point in a scens of a point in a user’s

‘geometry. Depending on the representation, the server should be aware of the underlying scene or the geometry. A

vice should update whenever there is any change in the scene or the geometry through user interaction (e.g., fotating
finer modelling of surrounding eavironmen),

A direction may be represented with 2 rotation matrix, or roll, pitch, and yaw. The direction is relative to 2
scene/geometry and the scenelgeometry has an origin and default direction of the three axes.

The device representing a user’s pose moves continuously, and if the device i worn on the user’s head, it is assumed.
that he or she frequently turns their head around. A set of position and direction information is only meaningfil at 2
certain moment in time. Since the device reports the user pose at around a frequency of 1 KHz, any pose information
should include a timestamp to specify when it was measured or created. A pose corrector (¢.g.. ATW and LSR) ina
server may estimate the user’s future pose, whilst a pose corrector in a device may cortect the received rendered image
to fit the latest user pose.

- Formats for user pose
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Modal verbs terminology
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references
3 Defintion of terms

symbols and
abbreviations

Fiducial Trackable

3.1 Terms
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scope
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Radio Trackable

42 AR Assets

43 Attaching AR
Assets to specific real
world places or things
4.4 Trackables

45 Features

46 World Anchors

47 Building the World
Graph with AR Assets
Trackables and World
Anchors

48 Using 3D
Transforms

49 Building a
representation of the
world solely with
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Image Trackable

Examples of Trackables

‘When detected in the environment, some Trackables, listed in Figure 3, provide directly the device's position and
orientation in the Coordinate Reference System of that Trackable, and some of them provide only the position. In that
case, data from accelerometers, magnetometers and gyroscopes can be used to provide the device's orientation.
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Learnt Trackable

Figure 3: Type of Trackables
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