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1. Introduction & Proposal
TR26.998 (version 0.1.0 released September 8, 2021) describes four service scenarios. The current TR does not capture Spatial Computing. A new section (section 6.6, called Spatial computing) is proposed. It captures how spatial computing functions on the edge/cloud will permit AR experiences as well as spatial computing processes not achievable on the UE. 

This contribution consists largely of the contribution submitted by the same team for discussion in June. In prior meetings, the feedback provided was that the spatial computing service scenario components were not defined in sufficient detail to decide on the value of their being added. Since the components were not sufficiently defined, it was not possible for the WG to evaluate if an existing architecture could be the basis for spatial computing services. 
 
The key component that is missing from TR 26.998 V1.0 is the support for world representation to be offered as a service. The world representation service includes but is not limited to providing 3D map trackables. In contribution S4a210760, the definitions of different AR trackables are provided. The present contribution (S4a210758) introduces to TR26.998 these new elements (the same one defined in past contributions): 
· the World Map, 
· the World Map Server and 
· the ability to provide to the UE one or more World Maps and World Representations (and other spatial computing services) through a proposed network-based Spatial Computing component.

	Reason for change:
	A definition for world representation and spatial computing functions running in the edge/cloud are not fully captured in the TR 26.998 V1.0.

	
	

	Summary of change:
	Add spatial computing service scenario section to provide more detail on the Spatial Computing functions.

	
	

	Consequences if not approved:
	World representation definition and spatial computing functions, which are key and will be dedicated elements of AR systems, will not be fully captured in the proposed architectures.



2. Proposed changes
******CHANGE #1*****

World Representation: a data structure describing the spatial organisation of the real world including trackables and anchors. 

****END OF CHANGE #1****

6.6	Spatial computing
[bookmark: _Toc67919039]6.6.1	Introduction
This clause describes the Spatial computing service scenario and use cases which will benefit from this service scenario. User environments for spatial computing could be a factory floor, museums, multi-floor buildings (for example, warehouses or office complexes and campuses), urban environments (a city) or a home environment. 
The reasons for this service scenario include that a 3D map of a user’s environment may already exist and be tightly associated with a world understanding functionality. The capacity of the UE may or may not be sufficient to accommodate a 3D map and complexity of the world understanding. In addition, a single user’s AR glasses may need spatial computing off the device. For example, for projection of a video stream on a user-designated surface or space. The need to support the experiences continuously as the users interact with objects or people and over time, makes the computational complexity and the size of the 3D digital map files very large and incompatible with the limitations of the UE (e.g., AR glasses). In addition, spatial computing use cases permit two or more users to share a common, live 3D map without using the computational resources or having the map on the user’s AR glasses. 
[bookmark: _GoBack]When spatial computing is provided, it may be necessary for resources and services to be implemented on the edge/cloud. The spatial computing functions which are highly suitable to cloud/edge infrastructure include those which provide large scale 3D mapping, 3D relocalization, world understanding, storage/retrieval of 3D maps and updates from (re-) capture of 3D spaces and/or environments.  
6.6.2	Relevant use cases
[bookmark: _Toc67919041]All use cases involving delivery of AR/XR experiences benefit from cloud/edge-based high performance spatial computing functions, and are relevant for this service scenario. 

The use cases that benefit most from spatial computing include:
5. Police Critical Mission with AR
9. XR meeting
10. AR animated avatar calls
12. AR avatar multi-party calls
14. AR Streaming with Localization Registry
15. 5G Spatial Shared Data
16. AR remote cooperation
18. Streaming of volumetric video for glass-type MR devices
19. AR Conferencing
20. AR IoT control
21. AR gaming

6.6.3	Architectures
[bookmark: _Toc67919042]6.6.3.1	STAR-based
Figure 6.6.3.1-1 provides a basic extension of 5G Streaming for spatial computing using a STAR UE, when all essential AR/MR functions in a UE are available for typical media processing use cases except functions related to spatial computing, which are provided by a remote service provider.
[image: ]
Figure 6.6.3.1‑1: STAR-based 5G spatial computing architecture
[bookmark: _Toc67919054]6.6.3.2	EDGAR-based
Figure 6.6.3.2-1 provides an architecture for spatial computing using an EDGAR UE. In this case, similar as for STAR-based spatial computing in Figure 6.6.3.2-1, most of the rendering and spatial computing processing is accomplished off the device and on one or more servers.


Figure 6.6.3.2-1: EDGAR-based 5G spatial computing architecture
[bookmark: _Toc67919055]6.6.4	Procedures and call flows

[bookmark: _Toc67919056]6.6.5	Content formats and codecs
Based on the use cases, the following formats, codecs and packaging formats are of relevance for Spatial Computing:
- Scene Graph and Scene Description
- 2D Video Formats
- 3D Formats such as static and dynamic point clouds or meshes
- 2D Video Formats with depth 
- Regular audio formats
- Trackable including 3D maps
- Several video decoding instances
- Several 3D content decoding instances
- Several trackable decoding instances
- Decoding tools for such formats
- Low-latency downlink real-time streaming of the above media
- Uplink streaming of 2D images captured by cameras, pose information and interaction data
[bookmark: _Toc67919057]6.6.6	KPIs and relevant quality of experience parameters

[bookmark: _Toc67919058]6.6.7	Potentially required QoS

[bookmark: _Toc67919059]6.6.8	Standardization areas
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