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	First Change



6.X	Discussion on AR and MTSI integration
6.X.1	Use Case Discussion
The following core use cases have been identified to have aspects related to real-time communication:
	3
	Real-time 3D Communication
	Annex A.8 in [x]

	5
	Police Critical Mission with AR
	Annex A.10 in [x]

	7
	Real-time communication with the shop assistant
	Annex A.12 in [x]

	8
	360-degree conference meeting
	Annex A.13 in [x]

	9
	XR Meeting
	Annex A.16 in [x]

	11
	AR animated avatar calls
	Annex A.18 in [x]

	12
	AR avatar multi-party calls
	Annex A.19 in [x]

	13
	Front-facing camera video multi-party calls
	Annex A.20 in [x]

	16
	AR remote cooperation
	Annex A.1

	19
	AR Conferencing
	Annex A.4



These use cases involve some form of real-time communication but follow different courses from app invocation to starting the AR experience. Some use cases start from a regular 2D communication, e.g. call or chat, and upgrade into an AR experience, others start as a full-fledged XR experience. 
The use cases may range from no real-time 3D asset exchange, i.e. only pre-stored 3D assets, to a heavy exchange of captured/reconstructed 3D assets in real-time. 
Thus, it is important to design procedures and call flows that are flexible enough to accommodate these different use cases.
6.X.2	Design Principles
In order to address the needs of the different use cases that have real-time aspects, we identify the following design principles:
· The call setup is established through MTSI. A call establishment through other means than MTSI such as OTT is not discussed but is expected to be similar when adding an AR experience.
· Separation of call setup and media delivery access functions. The call setup functions are expected to establish and have access to 5GS functions, for example to support QoS.
· Separation of media delivery/access functions from scene manager/rendering functions: the rendering functions shall operate independently of how the assets that are to be rendered are delivered, as long as they are available in-time for rendering in the corresponding buffers.
· Flexible switching between AR and 2D experiences: it is possible to switch between an AR experience and a 2D experience (fall-back) if desired by the application. The set of media components used for both experiences may or may not overlap.
· Independency of directions in conversational applications. Depending on the capabilities (device, rendering, codec, and so on), the experience shared and the experience observed in one direction may be different from the experience in the other direction.
· Flexible addition and removal of objects and components during a conversational session.
· Support for static and real-time, 2D and 3D components in this conversational session.

6.X.3	Design Options
We identify three possible realizations for integrating MTSI calls and AR experiences, which we discuss in the following list:
· Option 1: The full experience is offered through a single app, namely the MTSI "application". The MTSI application is extended to support AR experiences. All session control and media are exchanged through the IMS core. 
· The advantage of this option is that the app is self-contained and will receive support from the IMS core. 
· However, the disadvantages are that it is much less flexible as it restricts application innovation compared to third-party applications, requires broad operator support/endorsement, and requires significant extensions to the MTSI specification.
· Option 2: the MTSI client is embedded and used as library in the AR application. The starting point is always the AR application, which establishes the IMS call on need basis. 
· The advantage of this option is that the IMS client is limited to the transport of the IMS-based media. All rendering is controlled by the AR application. The AR application may invoke other transport channels to exchange the necessary media for the AR experience. 
· However, this requires that the MTSI client is available to application developers as a library component. It also requires the MTSI client to relinquish control over the processed IMS media to the AR application for compositing and rendering.
· Option 3: the MTSI client and the AR application are two separate standalone apps. The MTSI client may trigger the AR application to provide an AR experience. The AR application may terminate to fallback to a regular MTSI call. 
· The advantage of this option is that only minimal to no change to the MTSI application would be required. The AR application will be responsible for rendering all AR-related media and the MTSI client may be limited to rendering speech only.
· The AR application may leverage over the top content and transport mechanisms such as WebRTC without impacting the IMS core. 
· A possible variation of this option would allow the AR app to take control of the output of the MTSI app for compositing and rendering. 
Based on the advantages and disadvantages mentioned above, we consider option 3 to be the most suitable choice for enabling AR in conversational MTSI-based scenarios in the context of this study. 
6.X.4	Realization of Option 3
To enable the launch of the AR application from a regular call, a bootstrap procedure needs to be defined. In this bootstrap procedure, the MTSI client receives a trigger with the entry point for the AR application. It launches the application and passes the entry point or URL to the entry point to the AR application. This will allow scenarios, where the application starts with a regular call and then, e.g. based on an action from one of the participants or from an application server, triggers the upgrade to an AR experience.
Calls that are eligible for upgrade to an AR experience may be required to establish a control connection, over which they will send and receive triggers for starting an AR application. This channel may be an IMS data channel that is offered by a Data Channel Server (DCS). The DCS may trigger the upgrade to the AR application by itself or based on input from one of the remote participants. 
The trigger is expected to contain an entry point for the AR application, which may be in the form of a scene description. The scene description or a URL to the scene description may be provided using one of the supported sub-protocols.
The following picture depicts this hybrid setup of MTSI call and AR application.
[image: ]
The data channel server that triggers the upgrade to the AR application may be a local data channel server or a remote data channel server. 
The following figure depicts the application stack on the UE for AR applications.

6.X.5	Potential STAR Call Flow
The following call flow describes the setup of a session and its upgrade to an AR application.
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