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1. Introduction & Proposal
TR26.998 (version 0.8.0 released May 28, 2021) describes six service scenarios. There is not yet a service scenario that fully describes how spatial computing functions could be provided by the 5G connected edge/cloud resources.
This contribution edits the table 6.1-1 to add a new service scenario and the use cases that could benefit from the spatial computing services. In the second change, a new section (section 6.7, called large scale spatial computing), captures how spatial computing functions can be moved on the edge/cloud to handle large scale AR experiences as well as spatial computing processes not achievable on the UE. 

	Reason for change:
	Spatial computing functions running in the edge/cloud are not fully captured in the TR 26.998 V0.8.0.

	
	

	Summary of change:
	Add a new service scenario to provide more detail on the Spatial Computing functions.

	
	

	Consequences if not approved:
	Spatial computing functions, which are key and dedicated elements of AR systems, will not be fully captured in the proposed architectures.



2. Proposed changes

*** Change 1 ***
Mapping to 5G System Architecture 
6.1	General
Based on the identified use cases in clause 5.1, this clause documents how AR/MR service scenarios can be supported in 5G system architecture. 
There already exists developed 5G system architectures relevant to deliver immersive media depending on the underlying functionalities, such as real-time communications, adaptive delivery, QoS guarantee, and a support of network node processing. An architecture of 5G Media Streaming (5GMS) for both downlink and uplink is specified in TS26.501[6.1.a] and is being further extended to support the edge media processing in TR26.803[6.1.b]. In addition, MTSI architecture extended to 5G system [4.3.d] may be applied to AR/MR conversational scenarios to guarantee the specific service QoS. In the following clauses, these relevant architectures will be analysed to identify potential standardisation areas for each scenario. 
Note that only STAR UE and EDGAR UE in Table 4.2.2.1-1 are taken into account, as WLAR UE as well as WTAR UE have similar functionalities with STAR UE from a 5G system perspective. Specifically, STAR UE (and WLAR/WTAR UEs) possibly has an on-device decoding and rendering capability for immersive media and may rely on support from 5G cloud/edge for a certain condition. On the other hand, EDGAR UE always requires 5G cloud/edge for immersive media decoding and rendering, and the conventional 2D media is exchanged in Uu interface. 
Table 6.1-1 provides a list of AR/MR service scenarios and the associated use cases for each. Note that some use cases may be duplicated as they address multiple features. 
Table 6.1-1: List of service scenario mapping to use cases
	Service Scenario
	Clause
	Relevant Use Case

	Immersive media downlink streaming
	6.2
	2.    AR Sharing1)
14.  AR Streaming with Localization Registry 
17.  AR remote advertising
18.  Streaming of volumetric video for glass-type MR
       Devices 1)

	5G interactive immersive service
	6.3
	1.   3D Image Messaging
2.   AR Sharing1)
4.   AR guided assistant at remote location (industrial
services) 1)
5.   Police Critical Mission with AR1)
15. 5G Shared Spatial Data
16. AR remote cooperation1)
21. AR gaming 1)

	5G cognitive immersive service
	6.4
	4.  AR guided assistant at remote location (industrial
services) 1)
5.   Police Critical Mission with AR1)
14. AR Streaming with Localization Registry1)
16. AR remote cooperation1)
20. AR IoT control 1)

	AR two-party calls
	6.5
	3.   Real-time 3D Communication
4.   AR guided assistant at remote location (industrial
services) 1)
7.   Real-time communication with the shop assistant
11. AR animated avatar calls
16. AR remote cooperation1)

	AR conferencing
	6.6
	8.   360-degree conference meeting
9.   XR Meeting1)
10. Convention / Poster Session1)
12. AR avatar multi-party calls1)
13. Front-facing camera video multi-party calls
19. AR Conferencing 1)

	Large scale spatial computing
	6.7
	5. Police Critical Mission with AR1)
9. XR meeting1)
10. AR animated avatar calls1)
12. AR avatar multi-party calls1)
14. AR Streaming with Localization Registry1)
15. 5G Spatial Shared Data1)
16. AR remote cooperation1)
18. Streaming of volumetric video for glass-type MR devices1)
19. AR Conferencing 1)
20. AR IoT control 1)
21. AR gaming 1)

	1) may be duplicated into multiple scenarios



*** End of Change 1 ***



*** Change 2 ***
6.7	Large scale spatial computing
[bookmark: _Toc67919039]6.7.1	Introduction
[bookmark: _GoBack]This clause describes the large scale spatial computing service scenario. In this service scenario, the AR/MR experience is available at a large scale and benefits from spatial computing functions. In this scenario and the associated use cases, “large scale” refers to real world environments including objects, not limited to indoors or outdoors, for which a 3D digital map and world understanding functionality taxes or exceeds the capacity or functions of a single user’s AR glasses. Such spaces could be a factory floor, large, multi-floor buildings (for example, warehouses or office complexes and campuses), urban environments (a city), or, even global scale. The need to support the experiences continuously as the users interact with objects or people and move in large spaces and over time makes the computational complexity and the size of the files very large and incompatible with the limitations of the UE (e.g., AR glasses). In addition, large scale spatial computing use cases permit two or more users to share a common, live 3D map without using the computational resources or having the map on either user’s AR glasses. 
When large scale spatial computing is provided, it is necessary for resources and services to be implemented on the edge/cloud. The spatial computing resources which are highly suitable to cloud/edge infrastructure include those which provide large scale 3D mapping, 3D relocalization and world understanding.  
6.7.2	Relevant use cases
[bookmark: _Toc67919041]All use cases involving delivery of AR/XR experiences at large scale, and benefiting from cloud/edge-based high performance spatial computing resources, are relevant for this service scenario. 

The use cases that would benefit most from spatial computing include:
5. Police Critical Mission with AR
9. XR meeting
10. AR animated avatar calls
12. AR avatar multi-party calls
14. AR Streaming with Localization Registry
15. 5G Spatial Shared Data
16. AR remote cooperation
18. Streaming of volumetric video for glass-type MR devices
19. AR Conferencing
20. AR IoT control
21. AR gaming
6.7.3	Architectures
[bookmark: _Toc67919042]6.7.3.1	STAR-based
Figure 6.7.3.1-1 provides a basic extension of 5G Streaming for large scale spatial computing using a STAR UE, when all essential AR/MR functions in a UE are available for typical media processing use cases except functions related to spatial computing, which are provided by a remote service provider.


Figure 6.7.3.1‑1: STAR-based 5G large scale spatial computing architecture
[bookmark: _Toc67919054]6.7.3.2	EDGAR-based
Figure 6.7.3.2-1 provides an architecture for large scale spatial computing using an EDGAR UE. In this case, similar as for STAR-based spatial computing, most of the rendering and spatial computing processing is accomplished off the device and on one or more servers.


Figure 6.7.3.2-1: EDGAR-based 5G large scale spatial computing architecture

[bookmark: _Toc67919055]6.7.4	Procedures and call flows

[bookmark: _Toc67919056]6.7.5	Content formats and codecs

[bookmark: _Toc67919057]6.7.6	KPIs and relevant quality of experience parameters

[bookmark: _Toc67919058]6.7.7	Potentially required QoS

[bookmark: _Toc67919059]6.7.8	Standardization areas

*** End of Change 2 ***
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