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1. Introduction
During the media exchange format discussion in the last SA4#113 meeting, it was agreed to begin with the call flow for the simple use case. This contribution is addressing the basic flow as a baseline for further discussion. 

2. Consideration of simple Use Case for 5G Downlink Streaming
In the current permanent document, it was addressed for way forward;

To be filled out
· Mapping with use cases; from simple one that showing role of scene description, referring stream-able immersive media, 
· Device is registered to the world
· Select AR media; the dancer (scene + plugged-in media)
· Register the dancer object on device’s registered world (as if it’s on real environment)
· Put some accessories (e.g., necklace, bracelet) on the dancer.

Below is the simple use case description to be considered in this contribution;
1) A dancer’s performance is pre-captured and stored in a server (as a form of 3D immersive video)
2) A user wearing AR glasses wants to watch this performance and he/she clicks the video to be streamed
3) A user can select the place where to put this dancing performance in his/her environment (e.g., the flat table)
4) While he/she is enjoying the performance, a different view can be rendered as a user is moving. 

3. Call Flow
The call flow for immersive media streaming has been already described in the current TR26.998 version and this call flow may further contain more procedures mainly how the immersive media object can be registered. 
Note that the entity in bracket means who to perform each process. Depending on the device type, it may be UE or server. 

1. [User] Run the AR/MR Application
2. [UE] Start analysing the surroundings where a user/UE is located.
a. [UE] captures the surroundings by camera(s)
b. [UE/Server] analyses where the device is being located
c. [UE/Server] registers the device into the analysed surroundings
Note) The term of registration / localization / tracking are often used for the same process. Detailed definition is TBD.
3. [UE & Server] exchanges some information such as device capability or content configuration for content rendering. Based on those information, a user selects the appropriate immersive media to be streamed
4. [Server] informs UE of the entry point for the selected media (e.g., a URL to a DASH MPD or a URL to immersive media resource such as scene description). 
5. [Server & UE] Immersive media segment is being delivered
a. [UE] configures the playback pipeline (such as pipe to exchange rendered video)
b. [Server & UE] establish the transport session
c. [Server] prepares (e.g., renders for EDGAR UE) the requested immersive media segment, taking into account device type and capability. 
d. [UE] requests the necessary immersive media segment. Pose information may further be exchanged.
e. [Server] sends the requested immersive media segment to UE
f. [UE] renders the received media segment and registers the rendered object into a real world accordingly. 
g. [Server & UE] repeat Step c) ~ f) as the media scene is changing. 

4. Proposal
We propose to following steps;
- Take this as baseline call flow
- Make pCR to update text / figure in clause 6.2.4 of the current TR 26.998 accordingly
- Do the gap analysis and required media format per each step if required.
- Apply to the other scenario (interactive, cognitive, AR call, and AR conferencing) 
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