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Abstract: This contribution examines the architecture for 5G STAR Devices as proposed in figure 6.2.3.2-1 of the TR26.998 v 0.7.0 and recommends modifications. The architecture proposed in TR26.998 v 0.7.0 could be improved in the following three areas:

1. the subfunctions proposed in section 4.2.1 pertaining to sensors (cameras, microphones) that capture features of the real world and transmit data streams from these sensors to other functions, are insufficiently detailed and could be organized differently to portray respective pipelines. We propose:
	a. separate sensors: vision camera and microphone (maintain as currently), add/separate IMU sensor and 
           b. the addition of geospatial sensor(s) for location detection (separate from but potentially fused with orientation) as an input into the world analysis function.

2. the functions within the vision engine of the architecture as portrayed in figure 6.2.3.2-1 could be separated in a way that permits it to be distributed across system components (glasses, puck and network- edge or cloud). The vision engine would have to be replaced by 3 new components; Tracking, 3D mapping and Relocalization. Then, we proposed adding the provider of 3D world map for Relocalization. 

3. We propose modifications to the Media Player. Specifically we recommend to add in the architecture an “immersive scene manager.” It updates the immersive scene run time (to update the scene to reflect events in the real world). The Media Player now includes scene management and immersive media decoder and immersive media renderer. 

We also have recommendations and propose modifications of figure 6.2.3.1-2.
Currently in figure 6.2.3.1-2, the AR/MR application is on the UE, but the scene management and renderer are on the puck. We do not believe this will work. 

Background & Motivation
The 3GPP TR26.998 is being developed to guide future specifications for 5G services, however, upon careful analysis, the proposed architecture is found to be missing important functions or subfunctions. In addition, some functions and subfunctions are not thematically grouped. 

For background we recommend reading the S4-210436 contribution which contains tables showing mappings between proposed TR26.998 v 05.0 architecture and the ETSI ISG ARF functional architecture [1]. Table 2 contains functions and subfunctions which are needed but missing from proposed TR26.998 v 05.0 architecture.

The purpose of this contribution is to increase clarity and potential for the 3GPP standards to meet their requirements, and to reduce future confusion and/or services that focus excessively on potential system functions and neglect other functions. Based in part on ETSI ISG ARF functional architecture, an improved TR26.998 system architecture is proposed.


Discussion
This contribution proposes some recommendations in regards to the architectures presented in TR26.998 v 0.7.0. As a working basis, this contribution is based on the EDGAR-based 5GMS architecture presented in figure 6.2.3.2-1 of the TR26.998 v 0.7.0, but most of the proposed recommendations can be applied to all architectures presented in TR26.998 v 0.7.0. The Figure 2‑1 presents these three recommendations:
1. Alteration of how sensors are treated (sensor pipelines),
2. Distribution of the vision engine function,
3. Revisions to the Media Player subfunctions.

[image: ]
[bookmark: _Ref70633547]Figure 2‑1: EDGAR-based 5GMS Download Architecture with spatial computing moved into the Edge
Sensors
The figure 6.2.3.2-1 of the TR26.998 v0.7.0 presents Cameras, Microphones and Sensors. While Microphones and Cameras (e.g. RGB, RGB-D, Lidar and other vision sensors) are relevant, we propose to refine the sensor category in at least two categories for the implementation sample presented in Figure 2‑1, namely Inertial Measurement Unit sensors (combinations of accelerometers, gyroscopes and usually magnetometers), and geo-positioning sensors (e.g. GNSS) providing a positioning of the AR device in relation to the geographic coordinate system, as these two sensors are widely implemented in AR devices.
IMU (or more specifically the accelerometer) provides relevant information concerning the movement of the AR device. Although the signal is relatively noisy, generating drift when estimating the motion of the AR device over periods of few seconds, it can be used to estimate the pose of a device at a very high frequency (>1000Hz) over a period of about ten milliseconds with drift that can be corrected by computer vision based approaches running generally at 60Hz.
Also, geo-positioning sensors provide a rough location (accuracy depends on the environment), which can be sufficient for certain uses, but they could also help spatial computing functions (e.g. relocalization) by initializing the location which can be refined (1 to 10 cm) with computer vision approaches.
We recommend revision of sensor representations in the proposed architecture to at least include the sensors widely used by current AR systems.

Vision Engine
[bookmark: _GoBack]In the architectures presented in TR26.998 v 0.7.0, the vision engine estimates the pose of an AR device and is represented with only one component always running on the UE. However, it is recommended that the vision engine be separated into subfunctions which can be distributed over different locations (e.g. glasses, phone, edge, or remote cloud).

We recommend that the vision engine be separated in three subfunctions. First, the tracking function estimates the movement of the AR device over time. Knowing the pose of the AR device at a given capture time, and estimating its displacement between that capture time and the next, the system can easily estimate the pose of the AR device at the next capture time. The tracking function generally uses both IMU sensors (noisy but producing data at a high-frequency rate), and camera sensors (more accurate but producing data at a lower frequency). While vision-based algorithms do not perform as well when the world changes between two observations, tracking system performs well as few changes appear between two consecutive captures of a camera sensors running at 60Hz. This results in good performance and robustness, but has the drawback to drift as tracking function estimating the movement of the AR device can accumulate error over time. Also, an initial pose in relation to the real world is generally required by the AR system, initial pose which is not provided by the tracking function. This is the reason why a relocalization function is required.
Indeed, the relocalization function estimates the pose of the AR device in relation to the world (or of an object in relation to the AR device) with a single sensor capture or observation. The vision-based relocalization function generally compares this single observation with a 3D knowledge of the real world, generally a 3D map previously captured by the AR device itself or by any other AR devices. Relocalization can be easily compared to the human one where a human compares what she/he sees with a 3D mental map of the real world to estimate its location. This relocalization function remains a challenging task when matching the current observation to an outdated 3D map (changing lighting conditions, moving and deformable objects, etc.), which results in a poor estimation of the AR device pose. Furthermore, relocalization is a more complex process than tracking and requires more resources and time, especially when this relocation has to be done on a large scale (factory, construction site, city, or even globally). This is the reason that moving the relocalization function into the edge cloud is relevant (desirable), and could offer AR anywhere, at any time on any device. As a reminder, the relocalization function is called for in: 
· Initializing the pose of the AR device when starting the AR application, 
· Correcting the drift of the tracking by fusing with the pose fusion function the pose produced by the tracking function at high frequency (~60Hz) with the pose provided by the relocalization function at a lower frequency (<1Hz), 
· Recovering the AR device pose when the tracking is lost.
Also, the mapping function reconstructs in 3D (generally a sparse feature cloud) the environment observed by the camera sensors by triangulating matching features detected in two consecutive key frames. This mapping function runs simultaneously with the tracking/relocalization functions through the so called “Simultaneous Localization And Mapping” (SLAM) approach. As the mapping requires heavy processing, moving it on the edge cloud is clearly relevant.

Finally, as the mapping function instance reconstructs an up-to-date 3D representation of the neighborhood observed by camera sensors of a given AR device, this local 3D map can be sent to an external service managing a global map at a very large scale (factory, construction site, city or even global). Thus, this global 3D localization map provider can update the global map according to the local map recently reconstructed by an AR device to keep the global map up-to-date. Part of this global map can then be extracted and sent to new AR devices which want to relocalize themselves in a given area. Here, providing a rough location estimation based on geopositioning sensors can help to extract the neighborhood area from the global map. This update of a global map is generally called “crowd mapping”, and represents the promise of an AR cloud technology which will provide AR anywhere, at any time, for any device. Moreover, connected domains such as autonomous vehicle and robotic could share this global map with AR systems.
We easily understand that this remote 3D crowd mapping at a very large scale could represent a priceless value, knowing that analysis of this updated 3D map can be post-processed to extract valuable information about users and their environments.
     
Media Player
In the architectures presented in TR26.998 v 0.7.0, the media player covers essentially the Immersive Media Decoders. But AR scenes are interactive, and most 3D engines load a scene graph representing the AR scene in memory which is then continuously updated according to events related to user interactions, interactions between 3D objects, last AR device or object pose estimation, an external data stream (e.g. IoT data stream) which will change the AR scene, animation, physics, etc. For this reason, as mentioned in the ETSI ISG ARF architecture, we propose to add an Immersive Scene Manager to the TR26.998 architecture. The Immersive Scene Manager will update the AR scene graph in real-time. This scene graph will be sent to the renderer in order to generate images and audio from a given viewpoint.

Also we consider that the Media Player should include Immersive Media Decoders, as described originally in TR26.998 v 0.7.0, but also the Immersive Scene Manager as well as the Immersive Scene Renderer. We also recommend to rename the function from “Immersive Media Renderer” to “Immersive Scene Renderer” as the internal representation used by all 3D engines or by a GPUs is a scene graph which is the data structure representing the digital scene displayed to the user.

Note: We have concerns about the possible implementation of the architecture shown in figure 6.2.3.1-2 of the TR26.998 v 0.7.0 (“Edge-assisted STAR 5GMS Downlink architecture”). Indeed, the figure shows the AR/MR application running on the 5G STAR UE while the Immersive Media Renderer function runs on the 5G Edge. Generally, AR/MR Applications embed the AR scene graph and update it according to external events described previously (the Immersive Scene Manager introduced previously). In parallel, the 3D engine renders the scene graph updated by the AR/MR Applications to generate images and audio sent to the display and speakers. But it is quite complex to locate the Immersive Scene Manager and the Immersive Media (Scene) Renderer on different nodes of the architecture as they are sharing the scene graph in a common memory space. To do so, the implementation of the architecture described in figure 6.2.3.1-2 of the TR26.998 v 0.7.0 will have to duplicate the scene graph in different nodes of the cloud and to synchronize them in real-time at very low latency. This synchronization may introduce an additional latency in the motion-to-photon loop which is not recommended for preserving a good user experience.

To address the above issues, we recommend clarification of the definition of an AR/MR application by specifying more precisely its scope. From ETSI ISG ARF viewpoint, an AR/MR application may be the media player, as an AR/MR application is defined by a scene graph loaded from the Immersive Media Decoder, managed by the Immersive Scene Manager and render by the Immersive Media (Scene) Renderer.

Conclusion/Recommendation 
In order to futureproof the work of 3GPP SA4, it is recommended to take into account the above points concerning the proposed TR26.998 architecture.

A pCR could be drafted if the group agrees to revise sections 4.2.1 and 4.2.3; this will allow us to also extend the mapping to 5GMS (TR26.501).

References
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