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1 Introduction

In the previous meeting 3GPP SA4 112-e, in S4-210219, an architecture for streaming volumetric video, was proposed and added to the PD. In addition, TR 26.998[1] was updated with 5 consolidated functional use-cases and a template in order to provide architectures and further information for those. In summary, two types of devices are envisioned: namely Stand Alone AR UE (Type 1, 3, 4) = STAR and Edge-Dependent AR UE (Type 2) =EDGAR. For 5G STAR UEs, two options are considered, the first being that the complete rendering happens at the UE and the second being that certain rendering happens at the edge. For 5G EDGAR UEs, rendering happens at the edge and the rendered viewport is send to the UE. In this proposal, information for the two first functional use cases is provided: Immersive media downlink streaming and 5G interactive immersive services.

It is important to point out that when rendering happens at the edge, it might be different depending on whether the end-device is a 5G STAR UE or a 5G EDGAR UE, since the device capabilities are different.

To our understanding, 5G EDGAR devices, lack many AR/MR functionalities. For instance, 5G EDGAR devices do not contain a “compositor”, which is responsible for compositing layers of images at different levels of depth for presentation, e.g. merging some virtual elements that are inserted into the physical scene, which is necessary to deal with occlusion for instance. Therefore, the edge serving a 5G EDGAR UE, is required to carry out that compositing of layers at the edge and send the viewport of the MR scene to the UE as an encoded 2D video.

However, for 5G STAR UEs, there might be different reasons for using the edge for some rendering. For instance, support of immersive media decoders may be limited in the near future. Also, even when supported decoding and rendering of several objects may be unfeasible due to complexity constraints. Therefore, the edge can still be seen as an enabler for such services even when 5G STAR UEs are considered. Note that the limitations mentioned above for 5G EDGAR UEs do not apply for 5G STAR UEs, since the AR/MR functionalities of 5G STAR UEs are superior, i.e. they have a “compositor”. Therefore, a different approach to simply rendering the viewport can be carried out at the edge. That approach, was explained already in S4-210219 and is shortly explained below for completeness. The main idea is that the edge renders stereo XR view(s) for volumetric object(s) as shown in Figure 1. Instead of rendering the XR viewport, the volumetric object is rendered on plain orthogonal to the viewing direction of the viewer and at the particular position at which the object is present. These rasterized XR view(s) for each volumetric object(s) are encoded and packed into a decodable 2D format. The 2D pre-rasterized encoded media along with associated XR metadata, which basically indicates the position of the object and therefore the plane, are delivered over a 5G network. 

[image: ]
Figure 1. Pre-rendering a XR view for a volumetric video object on XR server

The XR device decodes the 2D pre-rasterized media. The 2D pre-rasterized media is integrated in the local XR scene which is generated by the XR device. The 2D pre-rasterized media(s) are anchored at positions specified by their respective XR metadata information in the XR scene. Upon a change in viewing position and/or orientation of the XR device, the pre-rendered 2D XR view is adjusted to align with the position and orientation of the XR viewer as shown in Figure 2. A position/orientation update (collected from different sensors) is sent in a regular period to the XR server to pre-render appropriate XR view(s) of the volumetric video objects. 

[image: ]
Figure 2. Positioning and adjustment to pre-rendered XR view in the XR space
Therefore, in this proposal two architecture are provided for split rendering. One corresponds to the 5G EDGAR UEs, where only the viewport is rendered at the edge, and a second that corresponds to the 5G STAR UEs where the rendered views at the edge do not correspond to the viewport.

[bookmark: _Toc33042060]2	Proposal
6.2	Immersive media downlink streaming
[…]
6.2.2	Relevant use cases
#18,
<More need to be added>
[…]
6.2.3.X	EDGE-assisted STAR
Figure 6.2.X provides a basic extension of 5G Media Streaming download for immersive media for edge-assisted STAR UE.
[image: ]
Figure 6.2.X: Edge-assisted STAR 5GMS Download Architecture
6.2.4	Procedures and call flows
[…]
6.2.4.2	EDGAR-based
<Figure needs to be added>
The following call flow highlights the key steps:
1)	The AR/MR Device connects to the 5G Edge and sends information to the such as following
a)	Sends static device information (supported decoders, viewport size, supported formats) 
b) Requests to stream desired volumetric video objects
2) 	The 5G Edge starts an AR/MR application and initialises an AR/MR scene
3)	The AR/MR Device connects to the 5G Edge and sends information to Immersive media Renderer such as the following:
a) Respective pose in the AR/MR Scene of an object
4)	Based on this information, 5G Edge sets up encoder and formats
5)	5G Edge initiates a 5G Media Streaming download from the media server
6)	Loop
a)	AR/MR Device collects XR pose (or a predicted AR/MR pose) 
b)	AR/MR Pose is sent to 5G Edge Server
c)	AR/MR Device send the capture scene to the 5G Edge Server 
d)	The 5G Edge uses the pose and received scene to pre-render AR/MR viewport 
e)	The rendering viewport buffer is encoded with a 2D encoder
f)	The compressed media is sent to AR/MR device along with additional AR/MR metadata that describes the media
g)	The AR/MR device decompresses the rendered viewport and sends it to the AR/MR rendering engine 
h) The latest AR/MR pose is used (added with local pose correction) to create the finally rendered AR/MR viewport of the AR/MR scene for the AR/MR device

6.2.4.3	Edge-assisted STAR
<Figure needs to be added>
The following call flow highlights the key steps:
1) An AR/MR Device starts an AR/MR application and initialises an AR/MR scene

2)	The AR/MR Device connects to the 5G Edge and sends information to the 5GMSd-Aware Applications such as following
a)	Sends static device information (supported decoders, viewport size, supported formats) 
b) Requests to stream desired volumetric video objects
3)	The AR/MR Device connects to the 5G Edge and sends information to Immersive media Renderer such as the following:
a) Respective pose in the AR/MR Scene of an object
4)	Based on this information, 5G Edge sets up encoder and formats
5)	5G Edge initiates a 5G Media Streaming download from the media server
6)	Loop
a)	AR/MR Device collects AR/MR pose (or a predicted AR/MR pose) 
b)	AR/MR Pose is sent to 5G Edge Server
c)	The 5G Edge uses the pose to pre-render AR/MR Views for multiple volumetric video object resulting in one or multiple rendering buffers, possibly with different update frequencies 
d)	The rendering buffers are encoded with 2D encoder(s) (potentially as a single 2D video)
e)	The compressed media is sent to AR/MR device along with additional AR/MR metadata that describes the media
f)	The AR/MR device decompresses the multiple buffers and sends these to AR/MR rendering engine 
g)	The AR/MR rendering engine takes the buffers, the rendering pose assigned to the buffers 
h) The AR/MR rendering engine composites a AR/MR scene whereby, the buffered AR/MR views are accurately positioned as described by the AR/MR metadata. 
i) The latest AR/MR pose is used (added with local pose correction) to create the finally rendered AR/MR viewport of the AR/MR scene for the AR/MR device

6.2.5	Content formats and codecs
6.2.5.1	STAR-based
TBD.
6.2.5.2	EDGAR-based
<Note: Aligned with TS 26.118>
	Codec
	Decoder
	Bit depth
	Frame
Rate
	Colour space format
	Transfer
Characteristics
	Stereo

	H.264/AVC

	H.264/AVC HP@L5.1
	8
	Up to 60 Hz
	BT.709
	BT.709
	Yes

	H.265/HEVC
	H.265/HEVC MP10@L5.1
	8, 10
	Up to 60 Hz
	BT.709
BT.2020
	BT.709

	Yes



6.2.5.3	Edge-assisted STAR
<Note: Aligned with TS 26.118>
	Codec
	Decoder
	Bit depth
	Frame
Rate
	Colour space format
	Transfer
Characteristics
	Stereo

	H.264/AVC

	H.264/AVC HP@L5.1
	8
	Up to 60 Hz
	BT.709
	BT.709
	Yes

	H.265/HEVC
	H.265/HEVC MP10@L5.1
	8, 10
	Up to 60 Hz
	BT.709
BT.2020
	BT.709

	Yes



<FFS: Packing of several objects within a video frame> 
6.2.6	KPIs and relevant quality of experience parameters
6.2.6.1	STAR-based
TBD.
6.2.6.2	EDGAR-based
As described in TR 26.928, a resolution of 2k by 2k per eye seems to be acceptable but higher resolutions may be better.

6.2.6.3	Edge-assisted STAR
Current devices have 47 pixels per degree, which more or less corresponds to 2k by 2 k per eye resolution for FoV. 

6.2.7	Potentially required QoS
6.2.7.1	STAR-based
TBD.
6.2.7.2	EDGAR-based
Typically, less than round trip latency of 50ms is a requirement for a fully immersive experience. This constitutes the end-to-end latency between the user motion and the viewport device rendering.
< NOTE: The value of 50ms needs more information to be provided>

6.2.7.3	Edge-assisted STAR
Typically, less than round trip latency of 50ms is a requirement for a fully immersive experience. This constitutes the end-to-end latency between the user motion and the XR device rendering.
< NOTE: The value of 50ms needs more information to be provided>

6.2.8	Standardization areas
In the context of the proposed architecture, the following potential standardisation needs are identified:
· Edge computing discovery and capability discovery
· A XR split rendering application framework
· More flexible 5QIs and QoS support in 5G System for generalized split rendering addressing differentiated end-to-end latency requirements in the range of 10ms up to potentially 50ms and with bitrate guarantees
· XR metadata (e.g., defining XR views – position of planes for the 2D video)
· Media profiles
· Content delivery protocols

6.3	5G interactive immersive services
[…]
6.3.1	Introduction
This clause introduces the case where interactive immersive service. In this case uplink information is pose. 
<Difference to 6.2 is interaction as the pose is also included in 6.2 for split. Not clearly specified>
6.3.2	Relevant use cases
#18
<More need to be added>
6.3.3	Architectures
[…]

6.3.3.2	EDGAR-based
Figure 6.3.2 provides a basic extension of 5G Media Streaming download for immersive media using an EDGAR UE. 

[image: ]
[bookmark: _GoBack]Figure 6.3.2: EDGAR-based 5G interactive immersive service architecture
6.3.3.X	EDGE-assisted STAR
Figure 6.3.X provides a basic extension of 5G Media Streaming download for immersive media for edge-assisted STAR UE. 

[image: ]
Figure 6.3.X: Edge-assisted STAR 5G interactive immersive service architecture
6.3.4	Procedures and call flows
6.3.4.2	EDGAR-based
<Figure needs to be added>
The following call flow highlights the key steps:
1)	The AR/MR Device connects to the 5G Edge and sends information to the such as following
a)	Sends static device information (supported decoders, viewport size, supported formats) 
b) Requests to stream desired volumetric video objects
2)	The 5G Edge starts an AR/MR application
3)	The AR/MR Device connects to the 5G Edge and sends information to Immersive media Renderer such as the following:
a) Respective pose in the AR/MR Scene of an object
4)	Based on this information, 5G Edge sets up encoder and formats
5)	5G Edge initiates a 5G Media Streaming download from the Interactive Immersive server
6)	Loop
a)	AR/MR Device collects XR pose (or a predicted AR/MR pose) and interaction information
b)	AR/MR Pose and interaction information is sent to 5G Edge Server
c)	AR/MR Device send the capture scene to the 5G Edge Server 
d)	The 5G Edge sends the pose and interaction information to the Interactive Immersive Server
e)	The Interactive Immersive Server uses the pose and interaction information to generate, render and encode the scene.
f)	The Interactive Immersive Server sends the encoded scene to the 5G Edge. 
g)	The 5G Edge uses the pose and received scene to pre-render AR/MR viewport 
h)	The rendering viewport buffer is encoded with a 2D encoder
i)	The compressed media is sent to AR/MR device along with additional AR/MR metadata that describes the media
j)	The AR/MR device decompresses the rendered viewport and sends it to the AR/MR rendering engine 
k) The latest AR/MR pose is used (added with local pose correction) to create the finally rendered AR/MR viewport of the AR/MR scene for the AR/MR device

6.3.4.3	Edge-assisted STAR
<Figure needs to be added>
The following call flow highlights the key steps:
1) An AR/MR Device starts an AR/MR application and initialises an AR/MR scene

2)	The AR/MR Device connects to the 5G Edge and sends information to the 5GMSd-Aware Applications such as following
a)	Sends static device information (supported decoders, viewport size, supported formats) 
b) Requests to stream desired volumetric video objects
3)	The AR/MR Device connects to the 5G Edge and sends information to Immersive media Renderer such as the following:
a) Respective pose in the AR/MR Scene of an object
4)	Based on this information, 5G Edge sets up encoder and formats
5)	5G Edge initiates a 5G Media Streaming download from the Interactive Immersive server
6)	Loop
a)	AR/MR Device collects AR/MR pose (or a predicted AR/MR pose) and interaction information
b)	AR/MR Pose and the interaction information is sent to 5G Edge Server
d)	The 5G Edge sends the pose and interaction information to the Interactive Immersive Server
e)	The Interactive Immersive Server uses the pose and interaction information to generate, render and encode the scene.
f)	The Interactive Immersive Server sends the encoded scene to the 5G Edge. 
g)	The 5G Edge uses the pose to pre-render AR/MR Views from the scene for multiple volumetric video object resulting in one or multiple rendering buffers, possibly with different update frequencies 
h)	The rendering buffers are encoded with 2D encoder(s) (potentially as a single 2D video)
i)	The compressed media is sent to AR/MR device along with additional AR/MR metadata that describes the media
j)	The AR/MR device decompresses the multiple buffers and sends these to AR/MR rendering engine 
k)	The AR/MR rendering engine takes the buffers, the rendering pose assigned to the buffers 
m) The AR/MR rendering engine composites a AR/MR scene whereby, the buffered AR/MR views are accurately positioned as described by the AR/MR metadata. 
n) The latest AR/MR pose is used (added with local pose correction) to create the finally rendered AR/MR viewport of the AR/MR scene for the AR/MR device

6.3.5	Content formats and codecs
6.3.5.1	STAR-based
TBD.
6.3.5.2	EDGAR-based
<Note: Aligned with TS 26.118>
	Codec
	Decoder
	Bit depth
	Frame
Rate
	Colour space format
	Transfer
Characteristics
	Stereo

	H.264/AVC

	H.264/AVC HP@L5.1
	8
	Up to 60 Hz
	BT.709
	BT.709
	Yes

	H.265/HEVC
	H.265/HEVC MP10@L5.1
	8, 10
	Up to 60 Hz
	BT.709
BT.2020
	BT.709

	Yes



6.3.5.3	Edge-assisted STAR
<Note: Aligned with TS 26.118>
	Codec
	Decoder
	Bit depth
	Frame
Rate
	Colour space format
	Transfer
Characteristics
	Stereo

	H.264/AVC

	H.264/AVC HP@L5.1
	8
	Up to 60 Hz
	BT.709
	BT.709
	Yes

	H.265/HEVC
	H.265/HEVC MP10@L5.1
	8, 10
	Up to 60 Hz
	BT.709
BT.2020
	BT.709

	Yes



<FFS: Packing of several objects within a video frame> 
6.3.6	KPIs and relevant quality of experience parameters
6.3.6.1	STAR-based
TBD.
6.3.6.2	EDGAR-based
As described in TR 26.928, a resolution of 2k by 2k per eye seems to be acceptable but higher resolutions may be better.

6.3.6.3	Edge-assisted STAR
Current devices have 47 pixels per degree, which more or less corresponds to 2k by 2 k per eye resolution for FoV. 

6.3.7	Potentially required QoS
6.3.7.1	STAR-based
TBD.
6.3.7.2	EDGAR-based
Typically, less than round trip latency of 50ms is a requirement for a fully immersive experience. This constitutes the end-to-end latency between the user motion and the viewport device rendering.
< NOTE: The value of 50ms needs more information to be provided>

6.3.7.3	Edge-assisted STAR
Typically, less than round trip latency of 50ms is a requirement for a fully immersive experience. This constitutes the end-to-end latency between the user motion and the XR device rendering.
< NOTE: The value of 50ms needs more information to be provided>

6.3.8	Standardization areas
In the context of the proposed architecture, the following potential standardisation needs are identified:
· Edge computing discovery and capability discovery
· A XR split rendering application framework
· More flexible 5QIs and QoS support in 5G System for generalized split rendering addressing differentiated end-to-end latency requirements in the range of 10ms up to potentially 50ms and with bitrate guarantees
· XR metadata (e.g., defining XR views – position of planes for the 2D video)
· Media profiles
· Content delivery protocols
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