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1 Introduction

During SA4#107 the New Study Item on “Feasibility Study on Extensions to Typical Traffic Characteristics” in S4-200334 was agreed and afterwards approved in by SA plenary #87 in SP-200054.

The objective of the study is as follows:

· Collect and document traffic characteristics including for different services, but not limited to

· Downlink data rate ranges 

· Uplink data rate ranges 

· Maximum packet delay budget in uplink and downlink 

· Maximum Packet Error Rate, 

· Maximum Round Trip Time

· Traffic Characteristics on IP level in uplink and downlink in terms of packet sizes, and temporal characteristics. XR Services and Cloud Gaming based on the initial information documented in TR26.928 including. 

· Collect additional information, such as codecs and protocols in use.

· Provide the information from above at least for the following services (initial services) 

· Viewport independent 6DoF Streaming

· Viewport dependent 6DoF Streaming 

· Simple Single Buffer split rendering for online cloud gaming

· Cloud gaming

· MTSI-based XR conversational services

· Identify additional relevant XR and other media services and document their traffic characteristics

· Document additional developments in the industry that impact traffic characteristics in future networks

· Identify the applicability of existing 5QIs/PQIs for such services and potentially identify requirements for new 5QIs/PQIs or QoS related parameters.

· Communicate with other 3GPP groups and external organizations on relevant aspects related to the study. 

This document is an update to the simulation parameters and consolidates this work according to the agreements.
2 Proposed Updates

7.2
Simulation System for Split Rendering

7.2.1
Overview
Figure 1 provides a simulation breakdown for split rendering. Three different areas of expertise are considered:

· Input on Video Signals related to the Split rendering use cases is expected to provide by companies

· SA4 addresses content encoding and content delivery, both on sender and receiver, and provides interfaces to 5G System and 5G radio.

· RAN addresses the simulation of 5G system and radio parameters.
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Based on such a simulation, Figure 2 provides a potential simulation result that documents the delivered video quality and the percentage of bad video. It is expected that with more users in a cell, either the video quality needs to be degraded or more artefacts will happen.
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7.2.2
Overview of proposed model
1.2.1.1 
It is proposed to break down the simulation and modeling into separate individual components, namely

· Source video model

· Encoding model 

· Content delivery sender

· Radio access delivery

· Content delivery receiver and decoder

· Display process

· Uplink traffic 
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In order to split the tasks across different 3GPP working groups and companies, an approach as introduced in Figure 3 is proposed.

· Source model is provided based on company input that describes the used game, the pose model and a statistical model of the video signal that can be used to apply content delivery and encoding procedures.

· Based on these traces, 3GPP SA4 defines a content encoding and delivery model taking into account a system design based on TR26.928 and as documented in S4-200771. The system model includes encoding, delivery, decoding and also a quality definition.

· The system also provides an interface to RAN simulations. Then RAN groups may this model to simulate different traffic characteristics and evaluate different performance options.
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A more detailed instantiation is provided in Figure 4. In particular, the following is defined:

1) V-Traces: Video traces that provide sufficient information from a model encoding to understand the complexity and data rate for an encoding model, also taking into account delivery options such as bitrate control, intra refresh, feedback based error resilience and so on. Details are tbd, but we are currently investigating parameters provided by a model encoding from an x265 encoding run.

2) S-Traces: a sequence of slices as an output of a model encoder. Each slice has assigned 

a. Associated Frame (Timestamp)

b. Size of Slice

c. Quality of Slice (possibly some more information from V-Trace, for example complexity)

d. Number of Macroblocks (areas covered)

e. Timing of Slice, e.g. a deadline or a at least a origin time stamp.

3) S'Trace: 

a. All information from S-Trace Format

b. Slice loss indicator
c. Slice delay information


[image: image6]
The following Figure 10 provides some more details, but also a simplification to be used in the initial phase for split rendering traffic models. In addition to the S-Trace, also a P-Trace is introduced to provide a modelling to generate IP-traces.
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In the clauses below, the detailed aspects of the modelling of each stage is provided.

7.2.3
V-Traces

7.2.3.1
Introduction

V-Traces are used in order to generate statistics for game sequences without the necessity to share these sequences and to actually do a video encoding. The following is provided

· V-Trace Generation

· V-Trace Formats

· Available V-Traces
7.2.3.2
V-Trace Generation

V-Trace generation has been initiated by using a high-quality output of a game engine in H.264(AVC) for a model game and a repeatable trace, and decode this information into a 2K x 2K at 60 fps source frames.

This sequence is sent through a model encoder for identifying the impacts of different parameter settings. The following x.265 parameters are initially used:

· --input viki.yuv (4:2:0)

· --profile, -P main10

· --input-res 2048x2048 

· --fps 120fps, 60fps, 30 fps
· --psnr 

· --ssim 

· --frames 500 (initial testing)

· --bframes 0 

· --crf 22, 25, 28, 31, 34 

· --csv logfile.csv 

· --csv-log-level 2 

· --log-level 4  

· --numa-pools "8"  

· --keyint, -I 1 and -1
· --slices 1, 128 (2048), 8 (for 2048) 

· --output rvrviki.h265
· --rc-lookahead 0/1
Based on these 180 encoding runs, we expect to get to a good encoder modeling such that only a subset of runs are necessary for longer game sequences.

The work is in progress.

An initial experiment was carried out.

A graphics-centric sequence of 8 seconds was generated using some pose information at 2K x 2K at 60fps from the output of a game engine. The sequence is attached to this document. Note that the sequence is only used initially in order to identify reasonable system parameter settings. 

The sequence was encoded in total with 24 different configurations.

· ./x265 --input input.yuv --input-res 2048x2048 --preset medium --fps [30,60] --crf [22, 28,34] --analysis-mode=save  --analysis-file /csv_analfiles/00001.dat --keyint [-1,1] --slice [1,8] --csv /csv_analfiles/[i,p]_[30,60]_[22,28,34]_[1,8].csv --csv-log-level 2 --log-level full  --rc-lookahead 0 --no-deblock  --bframes 0  --frames 480 --psnr --ssim  --output /output/xxxx.h265
Attached is also analysis file as output from x.265 with the results of all the different runs.

Analysis provided also in the excel.

A summary of the bitrates are provided

	Mode
	Framerate
	CRF
	Slice
	Data 
Rate 
in Mbit/s
	Average 
QP
	Average
Rate 
Factor
	 Y
 PSNR
	 U 
PSNR
	 V
 PSNR
	 YUV
 PSNR
	 SSIM
	 SSIM(dB)
	 Frames

	I
	60
	22
	1
	43.77
	27.29
	19.09
	42.58
	46.58
	46.12
	43.52
	0.979
	16.82
	480

	I
	60
	22
	8
	44.16
	27.29
	19.09
	42.57
	46.57
	46.11
	43.51
	0.979
	16.77
	480

	P
	60
	22
	1
	14.14
	23.82
	21.99
	43.46
	48.27
	47.83
	44.60
	0.983
	17.80
	480

	P
	60
	22
	8
	29.64
	23.71
	21.99
	43.37
	47.94
	47.49
	44.45
	0.983
	17.57
	480

	I
	60
	28
	1
	21.56
	33.30
	25.09
	39.07
	44.11
	43.64
	40.27
	0.960
	14.00
	480

	I
	60
	28
	8
	21.85
	33.30
	25.09
	39.06
	44.11
	43.64
	40.26
	0.960
	13.98
	480

	P
	60
	28
	1
	3.86
	30.17
	27.99
	40.36
	46.12
	45.57
	41.73
	0.972
	15.51
	480

	P
	60
	28
	8
	12.33
	29.91
	27.99
	40.13
	45.48
	44.96
	41.40
	0.969
	15.07
	480

	I
	60
	34
	1
	10.55
	39.35
	31.09
	35.68
	42.62
	42.16
	37.36
	0.928
	11.44
	480

	I
	60
	34
	8
	10.76
	39.34
	31.09
	35.65
	42.63
	42.17
	37.34
	0.928
	11.43
	480

	P
	60
	34
	1
	1.30
	36.75
	33.99
	37.16
	43.84
	43.32
	38.77
	0.949
	12.94
	480

	P
	60
	34
	8
	5.59
	36.20
	33.99
	36.85
	42.99
	42.47
	38.32
	0.942
	12.40
	480

	I
	30
	22
	1
	29.43
	24.88
	19.28
	44.08
	47.70
	47.27
	44.93
	0.984
	17.99
	250

	I
	30
	22
	8
	29.66
	24.87
	19.28
	44.07
	47.70
	47.26
	44.92
	0.984
	17.91
	250

	P
	30
	22
	1
	12.78
	21.87
	22.18
	44.43
	48.95
	48.51
	45.50
	0.986
	18.41
	250

	P
	30
	22
	8
	20.59
	21.82
	22.18
	44.42
	48.72
	48.29
	45.44
	0.985
	18.25
	250

	I
	30
	28
	1
	14.54
	30.88
	25.27
	39.07
	44.11
	43.64
	40.27
	0.960
	14.00
	250

	I
	30
	28
	8
	14.71
	30.88
	25.27
	39.06
	44.11
	43.64
	40.26
	0.960
	13.98
	250

	P
	30
	28
	8
	3.82
	28.07
	28.17
	41.23
	46.69
	46.19
	42.53
	0.976
	16.11
	250

	P
	30
	28
	8
	8.34
	27.94
	28.17
	41.09
	46.17
	45.67
	42.30
	0.974
	15.80
	250

	I
	30
	34
	1
	7.14
	36.91
	31.26
	37.07
	43.19
	42.73
	38.54
	0.943
	12.44
	250

	I
	30
	34
	8
	7.26
	36.91
	31.26
	37.05
	43.20
	42.74
	38.53
	0.943
	12.43
	250

	P
	30
	34
	1
	1.29
	34.38
	34.16
	38.09
	44.36
	43.83
	39.59
	0.957
	13.62
	250

	P
	30
	34
	8
	3.71
	34.11
	34.16
	37.86
	43.57
	43.12
	39.23
	0.952
	13.21
	250


An analysis of the rate increase per frame is shown. Details in excel, summary below.

	1 Slices

	I only
	
	P only

	22->28/60
	28->34/60
	22->28/30
	28->34/30
	22->28/60
	28->34/60
	22->28/30
	28->34/30

	2.03
	2.04
	2.02
	2.04
	
	3.85
	3.23
	3.46
	3.18


	8 Slices

	I only
	
	P only

	22->28/60
	28->34/60
	22->28/30
	28->34/30
	
	22->28/60
	28->34/60
	22->28/30
	28->34/30

	2.02
	2.03
	2.02
	2.03
	
	2.42
	2.21
	2.48
	2.25


The rate increase for I-frames to P-frames are shown. Details in excel, summary below.

	Frame
	I/P 22/60/1
	I/P 28/60/1
	I/P 34/60/1
	I/P 22/60/8
	I/P 28/60/8
	I/P 34/60/8

	Average
	3.17
	6.10
	10.03
	1.51
	1.81
	1.81


The rate increase for 30fps for each frame is shown. Details in excel, summary below.

	Frame
	 22-1
	28-1
	34-1
	22-8
	28-8
	34-8

	Average
	1.83
	2.13
	2.28
	1.39
	1.38
	1.36


From these results some initial conclusions:
· Data rates are quite different

· Slices are very costly if used without prediction across slice boundaries

· Prediction over 2 P-frames results roughly in factor 2

· Rate increase per CRF/QP for I is consistently 2 for QP increase 6







7.2.3.3
V-Trace Format:

· Needs some kind of encoding configuration

· Applied bitrate control

· Parameters of the command

· CRF encoding with CRFref = 28

· 1 slice, I and P encoding

· Reference frames

· Presentation Time Stamp

· POC Picture Order Count - The display order of the frames.

· I-Frame

· QP Quantization Parameter decided for the frame.

· Bits Number of bits consumed by the frame.

· PSNR Peak signal to noise ratio for Y, U and V planes.

· SSIM A quality metric that denotes the structural similarity between frames.

· Total frame time Total time spent to encode the frame.

· P-Frame

· POC Picture Order Count - The display order of the frames.
· QP Quantization Parameter decided for the frame.

· Bits Number of bits consumed by the frame.

· PSNR Peak signal to noise ratio for Y, U and V planes.

· SSIM A quality metric that denotes the structural similarity between frames.

· Latency Latency in terms of number of frames between when the frame was given in and when the frame is given out.

· Ref lists POC of references in lists 0 and 1 for the frame.

· Total frame time Total time spent to encode the frame.

· Percentage CU Intra

· Percentage CU Merge

· Percentage CU Skip

· Percentage CU Inter

7.2.3.4
Available Sequences and V-Traces:

V-Traces for the following sequences are provided

· Example: 

· Preview: http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Example/out00004-265.mp4
· V-Trace: http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Example/V-Trace.csv
· Qualcomm VR Trace with left and right eye as available here:

· Left Eye:

· Preview: http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR1/output-left.mp4
· V-Trace: <tbd>
· Right Eye

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR1/output-right.mp4
· V-Trace: <tbd>
· Qualcomm Steam Export:

· tbd
· 
· 
7.2.3
Content Encoding Emulation and Simulation

7.2.3.1
Introduction

Based on the discussion in clause 6.2, the content encoding is documented in Figure 12. This modeling includes:

· V-Trace input

· Global configuration for encoder

· Statistical or dynamic feedback from content delivery receiver

· Delay model for encoder

· Modelling of Slice Multiplexing

· S-Trace output and format.
· 
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The content encoding for each eye is modelled independently.

The modelling for each eye is as follows:

· For frame i from V-Trace (based on sample time) 

· Read frame i from V-Trace (timestamp) 

· Read latest dynamic information from dynamic status info (if available)  

· Do a model encoding (based on input parameters)
· 



· 
Configuration parameters for content encoding may include

· Input: Global configuration

· Bitrate Control: 
· Constant Bitrate with maximum bitrate as configured.
· Constant Rate Factor 28 with maximum bitrate as configured.

· Feedback-based Variable Bitrate (this is deferred) 
· Slice Setting
· Number of slices per frame. Typical values 1 and 8

· Other settings are not considered
· Error Resilience, 
· Frame-based Intra Refresh with frequency (NVIDIA: Period Intra Refresh)
· Slice-based Intra Refresh, for example every frame 1 slice

· Feedback-based intra refresh based on ACK
· Feedback-based intra refresh based on NACK (Reference Picture Invalidation))

· Encoding delays

· Render pose jitter

· Encoding delay per slice

· 
· Input: Dynamic per slice information 
· off
· statistically for bitrate or losses with some delay 

· operational for bitrate or losses with some delay
Model encoding is detailed in 7.2.3.4, but aspects to be taken into account are:

· Impacts of QP settings and intra ratio and slice settings

· Feedback

· Bitrate adjustments: Encoder gets an encoding bitrate and adjusts QP (see +/-1 ( 12%)
· Add Intra in case of a lost slice: significantly more intra added in case of a reported loss. Intra covers large area (depending on motion vector activity) 

· Predicting from ACK only: statistical increase for frame size for lost slices, as not the latest one can be used

· Slice settings

Decoding emulation is based on the delay and loss of slices. Late and lost slices are considered unavailable and cause errors.






























7.2.3.2
Configuration
1.2.1.2 The following is configured (and some options are removed).
· Bitrate Control (one of the following): 
· Constant Bitrate with two parameters

· Bitrate

· Buffer window: per frame, 200ms, 2 seconds

· minCRF = 10

· CRF Range [minCRF to maxCRF]
· 
· 
· VBR
· Constant Rate Factor – rate factor with CRF (default: CRFref is used)
· Capped VBR
· Constant Rate Factor – rate factor with CRF (default: CRFref is used)
· MaxBitrate

· Buffer window: per frame, 200ms, 2 seconds
· CRF Range [CRF to maxCRF]
· Feedback-based Variable Bitrate - dynamic 
· Details are tbd
· Slice Setting (one of the following)
· 
· Number of slices 
· Options are 1, 4, 8, 16.
· maximum slice size – number in bytes

· Error Resilience (one of the following)

· Intra-refresh frame parameter would be the period (default is no intra refresh)

· Intra-refresh slice: period (1 ( 1 slice every 1 frame with the slice being picked as POC mod #slices ) 2 ( 1 slice every 2 frames)

· Feedback-based 

· Mode:

· intra refresh: add an intra for the lost slice

· ACK-mode: only use acknowledge slices in prediction

· NACK-mode: use an old reference frame or intra in case of loss
· Encoding delay
· Render-pose delay, 
· Constant of 20ms
· jitter between 10-30 ms equally distributed.
· Constant delay per slice, e.g. 1ms
· Eye Interleaving
· Same time
· Staggered by frame rate
7.2.3.3
Dynamic status
· Max number of bits for next frame (external rate control)

· frame Number, slice number ACK/NACK/unknown
Details are ffs.
7.2.3.4
Content Encoding Modelling

The content encoding is modelled as follows:

· Create a map of slices, CTU maps (64 x 64) and reference frames 

· Example: 2048 x 2048, 8 slices, 3 reference frames

· Addresses for 2048 / (8 * 64) = 4 rows with 32 CTUs for 8 slices in 3 frames maintained. 

· For each CTU store encoding mode:

· intra/inter+merge/skip

· largest reference frame (only previous one is used in simple config)

· For frame i from V-Trace (based on sample time) 

· Read frame i from V-Trace (timestamp) 
· Create a render pose delay jitter

· Equally distributed between 10ms and 30ms.
· Read latest dynamic information from dynamic status info, if applicable 

· Do a model encoding

· Input parameters: 
· V-Trace, 
· global configuration (see clause 7.2.3.2)
· dynamic status, if applicable (see clause 7.2.3.3)
· Output: s slices with metadata (detailed format see clause 
· Based on the map of intra and inter for each slice
· Constant CRF

· Re-use the CRFref for which the Trace was generated.

· For every CTU

· Take P-frame intra/inter/merge/skip percentage and 
· decide intra/inter/merge/skip randomly. 
· This is done that the number of MBs is matching the trace entry.

· For every slice, 

· apply intra/(inter + reference) decision as follows

· Periodic: slice mode follows pattern, other inter + reference 1

· Feedback intra: slice was lost => intra, else inter + reference 1

· Feedback ack: only ACK slices => reference inter + reference backward (typically more than 1), such that the slice was acked. 

· Feedback NACK: slice nack => reference inter + reference backward (typically more than 1) prior to NACK or intra.

· For intra slices, 

· overwrite the above CTU decision and make it an intra

· draw a number of bits for the slice 

· that takes into account

· the type of the CTU

· the information in the trace file

· the total amount of the bits for this slice by the following modelling

· intra size: 

· take total intra size and divide by number of CTUs as medium value

· apply Gaussian drawing with 10% variance of the total number of bits

· Use the CRF and apply adjustment as follows

· FinalBits = Bits * pow(2, (CRFref – CRF)/6)

· QPnew = QPref - (CRF – CRFref)

· skip:

· 1 byte

· merge + inter

· compute medium value as total inter size (total P-size - intra-percentage*intra-size – skip-percentage) and divide by number of inter CTUs (total CTUs*(1 – intra_percentage – skip_percentage))

· reference frame 1

· apply Gaussian drawing with 20% variance of the total number of bits with medium value

· Use the CRF and apply adjustment as follows

· FinalBits = Bits * pow(2, (CRFref – CRF)/6)

· QPnew = QPref - (CRF – CRFref)

· reference frame more than 1, it is X

· take total inter size and divide by number of CTUs as medium value

· multiply the medium value with X

· apply Gaussian drawing with 20% variance of the total number of bits

· do also intra test as above, if intra is lower, apply intra, else this inter mode.

· Use the CRF and apply adjustment as follows

· FinalBits = Bits * pow(2, (CRFref – CRF)/6)

· QPnew = QPref - (CRF – CRFref)

· sum up the size of each CTU for the slice
· 








· 
· If the bitrate constrained 
· Apply rate control depending on buffer window and max bitrate

· Determine the max_bits for the frame
· 
· Iterate to the smallest CRF for the that fulfill max_bits for the full frame
· Apply encoding delay model for each slice

· Dump the following information:

· Slice availability relative to 0. 

· Slice size

· Slice type
· Slice Timing/frame count/assigned pose information

· Slice deadline relative to 0

· Size and type of each CTU 

· Quality/QPnew
· PSNR/PSNRnew

· Assign priority 

· For gradual refresh depending on when the slice will be refreshed again

· 8 => I slice

· 7 => slice was refreshed in previous frame

· …

· 1 => slice will be refreshed in next frame

· For NACK based

· 2 => slice is produced with older reference frame

· 1 => slice is produced with the same reference frame
7.2.3.5
Timing and Slice Eye buffer interleaving

Two options for eye buffers exist, one where the eye buffers are interleaved and one where the eye buffers are sent at the same time. This is shown in Figure 14 and Figure 13, respectively.
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7.2.3.6
S-Trace Format

The S-Trace format has a timing that is based on anchor 0. Anchor 0 is the first pose for which a frame is rendered.

Based on the discussion above the following information is provided for each slice as a csv file:

· Basic Information

· Slice availability relative to anchor in ms (with a single digit precision)
· Slice size in bytes
· Additional metadata possibly for delivery

· Slice index (unique increasing counter)

· 
· Associated eye buffer

· Frame number
· Slice number in frame
· Slice type intra/inter

· Slice Timing/frame count/assigned pose information

· 
· 
· Assigned importance information (higher number means higher importance)

· Slice metadata for reconstruction

· For every CTU

· Size

· Mode

· Reference

· Quality/QPnew/CRFnew

· PSNR/PSNRnew
7.2.3.7
Open Issues
The following issues are still open and may need more discussion.






Can we derive a new PSNR for the updated QP?

· (Thomas) check for model

· In the absence of a model, we just make 1 QP step up reduces PSNR by 1dB (linear)

· What about slice loss modeling and all the issues that we saw

· Ignore slice modelling for now, no bitrate change compared to not using slices.

· We need to also address ACK/NACK based feedback

· NACK already addressed above.

· ACK you only take acknowledged slice/frames for references – this basically extends the reference frame the feedback delay per slice.
· Joint rate control for eye buffers
7.2.4 Content Delivery Sender

7.2.4.1
Introduction

The slice to RTP/IP Packet generation deals with the generation of IP packets of slices and the transmission from the packager in the core network to the gNB. This is shown in Figure 15. The output is a P-Trace.



[image: image14]
7.2.4.2
Configuration

The following configuration parameters are provided

Configuration

· Maximum MTU size, e.g. 1500 byte

· Core network jitter model

· Constant delay

· Delay jitter equally distributed between two values

7.2.4.3
Modelling

In order to generate a P-Trace from an S-Trace based on the configuration in clause 7.2.4.2, the following is applied:

1) Each slice is split into IP packets, for which each packet has the size as follows:
a. IP packet has size MTU size + 40 byte unless it is the last one, which fills the remaining bytes of the size of the slice + 40 byte.

b. For each packet a delay model is applied according to the configuration, i.e. the slice time is further delayed based on the model.

c. The information is plus the information of the slice is dumped into a P-Trace according to format defined in 7.2.4.4
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1.2.1.3 7.2.4.4
P-Trace format

Based on the discussion above the following information is provided for each IP packet as a csv file:

· Basic Information

· User Number

· Packet number

· Packet availability relative to anchor in ms (with a single precision)

· Packet size in bytes

· Additional Metadata 

· IP packet number in slice

· Last packet in slice (Boolean)

· Slice information

· Slice availability relative to anchor in ms (with a single precision)
· Slice size in bytes
· Slice index

· Associated eye buffer

· Slice type intra/inter

· Slice Timing/frame count/assigned pose information

· 
· 
· Assigned importance information (higher number means higher importance)
7.2.4.5
Open Issues

Open Issues remaining are

· Feedback message modelling






7.2.5
RAN Simulation
7.2.5.1
Introduction

RAN simulation provides an emulation framework of the delivery of IP packets to the UE as shown in Figure 16.

1.2.2 
[image: image17]
RAN simulation is primarily in the domain of the RAN1 group by using multiple P-Traces as input and based on configuration parameters. In order to do so, a certain number of users are considered, each with an individual P-Trace. 

Details for multi-user simulation framework are provided in clause 7.2.8.

7.2.5.2
P-Trace per User

P-Traces per users are generated as follows:

1) Use the same V-Trace

2) Generate an S-Trace for the user with the same configuration

3) Generate a P-Trace for the user with the same configuration

4) Depending on the user number, pick the start time in the P-Trace randomly over the duration of the V-Trace, i.e. with the associated pose information.

5) Provide a P’-Trace for each user based on the RAN simulation and RAN configuration 




7.2.5.3
Configuration

4) The following configuration parameters are provided:
· RAN configuration

· This is up to the RAN1 group

· Preferably packet loss rate should be such that slice loss rates are below 10e-2.
· Additional metadata

· Quality criteria (see more details in clause 7.2.7)

· Packet loss rate

· Slice loss rate

· Number of lost macroblocks

· Percentage of damaged area

· Receiver configuration

· IP packet to slice loss

· IP packet delay threshold in ms
7.2.5.4
Modelling

The modelling and simulation based on the configuration parameters is up to RAN1.It simulates the loss and delay of each IP packet inserted into the system by adding

1) When the packet is received at the UE or if it is lost
1.2.2.1 The result is a P’-Trace according to the format in clause 7.2.5.5.
7.2.5.5
P’-Trace format

Based on the discussion above the following information is provided for each slice as a csv file:

· Basic Information

· User Number

· Packet number
· Packet availability in UE relative to anchor in ms (with a single digit precision)

· 0 means packet was lost

· Additional Metadata 

· Packet size in bytes
· Packet availability at gNB relative to anchor in ms (with a single precision)
· IP packet number in slice

· Slice information

· Slice availability relative to anchor in ms (with a single precision)
· Slice size in bytes
· Slice index

· Associated eye buffer

· Slice type intra/inter

· Slice Timing/frame count/assigned pose information

· 
· 
· Assigned importance information (higher number means higher importance)

7.2.6
Content Delivery Receiver

7.2.6.1
Introduction

The Content Delivery receiver deals with the reception of IP packets to reconstruct the slices. Figure 18 shows the overview of this model. The input to the receiver model of the P’-Trace and the output an S’-Trace as defined in clause 7.2.6.4. Reconstruction of CTUs in one slice may be based on one of the two following models. 

1) If any packet is lost or late of a slice, then the entire slice is lost

2) If a packet is lost or late of a slice, then the suffix of the slice from this position onward is lost
Also packets that are late are considered as lost. The maximum delay of each slice is defined.


[image: image21]
Figure 19 Content Delivery Receiver Model
7.2.6.2
Configuration

The following configuration parameters are provided

Configuration

· Slice recovery strategy

· Slice loss: If one packet is lost, the entire slice is lost

· Suffix loss: If packet is lost, all remaining packets are considered as lost.

· Maximum packet delay max_delay compared to pose generation

7.2.6.3 Modelling

In order to generate an S’-Trace from an P’-Trace based on the configuration in clause 7.2.6.2, the following is applied:

1) If slice loss assumed, then any slice is lost for which either

a. At least one packet is lost

b. At least one packet is late with max_delay, i.e. ts’ > slice_time + max_delay

2) If suffix loss assumed, then any data after a position is lost where position is the smaller of the two

a. Start index-1 of the first lost packet in the slice

b. start index-1 of the first late packet with max_delay, i.e. ts’ > slice + max_delay

3) The availability time for the slice is determined as the latest availability time of any packet

4) The information is plus the information of the slice is dumped into a P-Trace according to format defined in 7.2.4.4

7.2.6.4
S’-Trace format

Based on the discussion above the following information is provided for each Slice packet as a csv file:

· Basic Information

· Slice index

· Slice availability time

· Recovered slice position (0 => lost, in between, full)
7.2.6.5
Open Issues

The following aspects need additional consideration

· Usage of late slices

7.2.7
Video Decoding and Reconstruction
7.2.7.1
Overview
1.2.2.2 Video decoding and reconstruction primarily addresses to identify areas of the image that are correct and those that are damaged. It also includes the encoding quality of correctly received images.
The reconstruction quality evaluation is based on two aspects, namely the encoding quality and the quality degradation due to lost and late packets. This evaluation is shown in Figure 20.

[image: image22]
Video decoding is based on input from S’-Trace and S-Trace, resulting in V’-Trace.
The following simulation is proposed for identifying damaged macroblocks/CTUs:

· Keep a state for each macroblock/CTU
· Damaged

· Correct

· Macroblock/CTU is damaged

· If it is part of a slice that is lost for this transmission

· If it is correctly received, but it predicts from a wrong macroblock

· Macroblock/CTU is correct 

· If it is received correctly and it predicts for a non-damaged macroblock/CTU
· Predicting from non-damaged macroblock/CTU means

· Spatial prediction is correct

· Temporal prediction is correct

· Recovering MBs/CTUs done by Intra Refresh and predicting from correct MBs/CTUs again.
Detailed modelling is in clause 7.2.7.3.














7.2.7.2
Configuration

1.2.2.3 No configuration is applied, but the input parameters are the S and S’-Trace.
7.2.7.3
Modelling


1.2.2.4 



· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
· 

· 
· 
· 
· 
· 
· 
· 
· 
· 
· 
1.2.2.5 
Input information

· S-Trace
· Slice index
· Slice metadata for reconstruction

· For every CTU

· Size

· Mode

· Reference

· Quality/QPnew/CRFnew

· PSNR/PSNRnew
· S’-Trace
· Slice index

· Slice availability time

· Recovered slice position (0 => lost, in between, full)
a. 
b. 
i. 
ii. 
c. 
d. 
e. 
f. 
g. 
Run the following algorithm:

· Input parameters.

· Parameters of source

· Resolution

· reference frames

· Slice Trace

· Loss delay

· Decoding delay: do we want to model decoding of late arriving slices, i.e. they can still be decoded and used as reference, but not as part of the presentation. For now this is not assumed.
· Create a map of slices, CTU maps (64 x 64) and reference frames 

· Example: 2048 x 2048, 8 slices, 3 reference frames

· Addresses for 2048 / (8 * 64) = 4 rows with 32 CTUs for 8 slices in 3 frames maintained.

· For each CTU of each frame, store mode:

· Correct

· Damaged

· Unavailable

· Initialize all CTUs as unavailable

· For each frame i 

· Get all slices from trace for the frame

· For all slices that are lost or later than decoding delay

· Mark all CTUs as unavailable

· Indicate the slice loss for feedback

· For all slices are received

· Indicate the slice received for “feedback”

· If it is an intra CTU, mark it correct

· If it is an inter CTU and it references a damaged or unavailable CTU, mark it as damaged, otherwise mark it as correct

· Referencing is determined as follows (note a better model may be developed in the future)

· The CTU in the new frame references the CTU at the same position in the referencing frame is 100% 

· The probability of referencing a neighbouring CTU top/bottom/left/right is 50%

· The probability of referencing a neighbouring CTU is 50%, if one of the two top/botton/left/right is referenced, and 100% if both are referenced, and is 0% if none are referenced.

· Compute the totally unavailable and damaged CTUs in this frame

· Compute the average PSNR for this frame

· avPSNR = PSNR * correctCTUs/totalCTUs + PSNRwrong (1- correctCTUs/totalCTUs) with PSNRwrong = 0

· Run this independently for each eye buffer
· Dump this information into a V’-Trace according to format in 7.2.7.4.

· Add the availability time stamp
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7.2.7.4
V’-Trace

1.2.2.6 For each eye, provide the following information in the V-Trace
· Presentation Time Stamp
· Availability Time Stamp
· POC Picture Order Count - The display order of the frames.

· QPnew Quantization Parameter decided for the frame.

· Bits Number of bits consumed by the frame.

· PSNRnew Peak signal to noise ratio for Y, U and V planes.
· Percentage Correct

· Percentage Lost

· Percentage Damaged
· Total delay Total delay spent to deliver the frame.

· Percentage CU Intra

· Percentage CU Merge

· Percentage CU Skip

· Percentage CU Inter
7.2.8
Quality Evaluation per User

7.2.8.1
Overview

The quality evaluation per user is applied to collect the statistics from the simulation. Different evaluation results are carried out taking into account input from V’-Trace, S’-Trace and P’-Trace for left and right eye as shown in Figure 23.
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Different metrics are obtained, an example is shown in Figure 7. A quality threshold may for example be to have at most 0.1 % of damaged video area. Also the quality of the original content may be a threshold. 


[image: image30]
7.2.8.2
Configuration

No configuration is provided, but the inputs of script are the V’-Trace, P’-Trace and S’-Trace for left and right eye.

7.2.8.3
Quality Metrics Definition and Computation

1.2.2.7 From P’-Traces
· Packet loss rates

· Packet late rates

From S’-Traces

· Slice loss rate

· Area loss rate for slice loss

· Area loss rate for suffix loss

From V’-Trace

· Percentage of damaged area

· Average encoded PSNR

· Average PSNR
7.2.9
Multi-user Simulation and Quality

Details are tbd, but we need to check if and how we combine the above for multiple users.

Options:

1) Average over all users

2) Percentile of support
7.2.10
Prioritized Configuration Options and Parameters

The above configurations results many cases. In order to start the work, a subset configuration is proposed:
· V-Traces (see 7.2.3.2 for options):

· Qualcomm VR Trace with left and right eye as available here:

· Left Eye:

· Preview: http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR1/output-left.mp4
· V-Trace: <tbd>
· Right Eye

· http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR1/output-right.mp4
· V-Trace: <tbd>
· 
· 
· 
· 
· 
· Content Encoding Parameters
· Bitrate Control (3): 
· Constant Bitrate with two parameters

· Bitrate = 10 Mbit/s per eye 

· Buffer window: per frame, 2 seconds

· minCRF = 10

· CRF Range [minCRF to maxCRF]

· Capped VBR
· Constant Rate Factor – rate factor with CRF (default: CRFref is used)
· MaxBitrate = 10 Mbit/s per eye

· Buffer window: per frame
· CRF Range [CRF to maxCRF]
· Slice Setting (2)
· Number of slices 1, 8.
· Error Resilience (2)
· Intra-refresh slice: period (1 ( 1 slice every 1 frame with the slice being picked as POC mod #slices)
· Feedback-based: NACK-mode: use an old reference frame or intra in case of loss
· Eye Interleaving (2)
· Same time
· Staggered by frame rate
· Pre-Encoding delay (1) 

· Render-pose delay of 15 - 25 ms equally distributed.
· Encoding delay (1)
· Constant delay per slice of 8ms/n with n slice size.
· Content Delivery Parameters

· Maximum MTU size 1500 byte

· Core network jitter model

· Delay jitter equally distributed between two values [5ms; 10ms]
· Content Delivery Receiver Parameters

· Slice recovery strategy (2)

· Slice loss: If one packet is lost, the entire slice is lost

· Suffix loss: If packet is lost, all remaining packets are considered as lost.
· Maximum packet delay max_delay compared to pose generation (2)

· 60ms, 100ms

















1.2.3 The above results in 96 combinations for each sequence, a subset may be selected.
7.2.11
Simulation Parameters

1.2.4 See above
7.2.12
Uplink Traffic
For uplink traffic a new pose information is sent every 4ms. 

Each pose information is of size 100 byte.

1.2.5 The expected latency of the pose information is at most 10ms.
7.2.13
Software

Software tools are already available partially will be made available fully here with a detailed readme.

· https://github.com/haudiobe/XR-Traffic-Model
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3 Proposal
It is proposed to update the permanent document accordingly.[image: image31.png]
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Figure � SEQ Figure \* ARABIC �55551� Simulation Breakdown for Split Rendering





Figure � SEQ Figure \* ARABIC �66662� Potential Simulation Chart





Figure � SEQ Figure \* ARABIC �77772� Breakdown of simulations





Figure � SEQ Figure \* ARABIC �88883� Proposed Split of work for XR Traffic





Figure � SEQ Figure \* ARABIC �99994�  More detailed interface definitions for simulation interfaces





Figure � SEQ Figure \* ARABIC �10� Simplified Split Rendering Model





Figure � SEQ Figure \* ARABIC �111111125� Content Delivery Encoding Modeling





Figure � SEQ Figure \* ARABIC �12� Encoding Modelling





Figure � SEQ Figure \* ARABIC �13� Slice timing for left and right eye at the same time





Figure � SEQ Figure \* ARABIC �14� Slice timing for left and right eye at different times





Figure � SEQ Figure \* ARABIC �15� Content Delivery Modelling





Figure � SEQ Figure \* ARABIC �16� Packetization





Figure � SEQ Figure \* ARABIC �1716� RAN Simulation





Figure � SEQ Figure \* ARABIC �1817� RAN Simulation





Figure � SEQ Figure \* ARABIC �20� Video Decoding Model





Figure � SEQ Figure \* ARABIC �211918136� Quality Evaluation





Figure � SEQ Figure \* ARABIC �222019147� Potential Evaluation Graph





Figure � SEQ Figure \* ARABIC �23� Quality Evaluation Framework





Figure � SEQ Figure \* ARABIC �2422� Potential Evaluation Graph
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