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1. [bookmark: _Toc504713888]Introduction
In SP-200399, the new study on “Support of 5G Glass-type AR/MR Devices” has been agreed.
The objective of this study item includes the following:
1) Provide formal definitions for the functional structures of AR glasses, classified as device types of XR5G-A4 (standalone) and XR5G-A2, A5 (wirelessly tethered) in TR 26.928, including their capabilities and constraints with respect to communication, computing and graphics processing, tracking, sensors, display, and power consumption
NOTE 1: Device type of XR5G-A3 (video see-through HMD) are not the primary scope of this study, but are not excluded per se.
2) Describe key use cases for AR services over 5G based on those in Table 4.10 of TR 26.928, map each use case to suitable device types, and define relevant processing functions and reference architectures for the devices that are required to support the use cases, taking into account the constraints and capabilities identified under the first objective.
NOTE 2: The preferred cases will be those capable of delivering experiences previous or existing media services could not support, e.g., those requiring features for AR/MR 3D download, communication or conversational (related to use cases 1, 2, 7, 8, 11, 15, 16, 17, 19, 20, or 23). The study also allows new use cases not covered in TR 26.928. 
3) Describe the architecture for media flow relevant to the use cases identified in the second objective. Identify media (exchange) formats and profiles relevant to the use cases identified in the second objective that can be processed on AR platforms as defined under the first objective. Identify where media processing functions occur and which type of media formats are used for exchange between these elements to the described architecture. 
NOTE 3: Exchange formats include both, formats and signals consumed on AR devices (e.g. overlays, scenes, animations) as well as those that are generated (and shared) on/by those (for example to support spatial localization, object recognition and tracking).
4) Identify necessary content delivery transport protocols and capability exchange mechanisms, as well as suitable 5G system functionalities (e.g., device, edge, network) and QoS (including radio access and core network technologies) required for the use cases. If existing technologies and protocols cannot serve the cases sufficiently, describe the necessary functionalities and features.
5) Identify key performance indicators and quality of experience factors (such as immersiveness, presence, localization, and world tracking accuracy) for the AR use cases based on the initial considerations in TR26.928, clause 4.2 with additional emphasis on the use cases, device platforms and exchanges formats for AR as identified in earlier objectives.
NOTE 4: As there can be several approaches for the optical implementation of displays, this study does not prefer any display types, nor will it define any detailed criteria or quality requirements.
6) Identify relevant radio and system parameters (required bitrates, latencies, loss rates, range, etc.) to support the identified AR use cases and the required QoE, in particular when the AR device is connected via 5G sidelink interfaces.
NOTE 5: Depending on the use cases, other types of peripheral devices, such as external cameras and sensors, can also be connected to the UEs in a similar fashion. 
7) For each of the identified use cases and AR device platforms, provide a detailed overall power analysis for media AR related processing and communication building on the information in TR26.928, clause 4.8. Different design options should be considered, for example if media processing is carried out on the device, on a puck/smartphone or in the edge/cloud. It is recommended to contact relevant 3GPP WGs, in particular, and RAN4, on expected modem power consumption for certain use cases.
NOTE 6: Support other 3GPP WGs and other SDOs on relevant aspects related to their work and responsibilities for these new design options and form factors on a need basis, in particular when requested for processing functions in scope of SA4.
8) Identify potential areas for normative work as the next phase and communicate with other 3GPP WGs on relevant aspects related to the study.
This contribution primarily addresses objective 3, 4, 6 and 7. 
1. OpenXR/Vulkan Reference Architecture


1. Proposal
Based on the discussion in this document, it is proposed:
· To use Khronos OpenXR/Vulkan and glTF as the reference for functional architectures
More details will be provided.
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