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1 Introduction

During SA4#109 the New Study Item on “5G Glass-type AR/MR Devices” in SA4-200897 was agreed and afterwards approved in by SA plenary#88 in SP-200399.

The objective of this study item are primarily to identify the AR glasses structures, media flow architecture, media exchange formats and profiles, and necessary content delivery protocols for glass-type AR/MR services. Key performance indicators, QoE factors for the AR use cases and device form-factor issues are also identified. 
The concrete objectives are as follows:
1) Provide formal definitions for the functional structures of AR glasses, classified as device types of XR5G-A4 (standalone) and XR5G-A2, A5 (wirelessly tethered) in TR 26.928, including their capabilities and constraints with respect to communication, computing and graphics processing, tracking, sensors, display, and power consumption

NOTE 1: Device type of XR5G-A3 (video see-through HMD) are not the primary scope of this study, but are not excluded per se.

2) Describe key use cases for AR services over 5G based on those in Table 4.10 of TR 26.928, map each use case to suitable device types, and define relevant processing functions and reference architectures for the devices that are required to support the use cases, taking into account the constraints and capabilities identified under the first objective.

NOTE 2: The preferred cases will be those capable of delivering experiences previous or existing media services could not support, e.g., those requiring features for AR/MR 3D download, communication or conversational (related to use cases 1, 2, 7, 8, 11, 15, 16, 17, 19, 20, or 23). The study also allows new use cases not covered in TR 26.928. 

3) Describe the architecture for media flow relevant to the use cases identified in the second objective. Identify media (exchange) formats and profiles relevant to the use cases identified in the second objective that can be processed on AR platforms as defined under the first objective. Identify where media processing functions occur and which type of media formats are used for exchange between these elements to the described architecture. 
NOTE 3: Exchange formats include both, formats and signals consumed on AR devices (e.g. overlays, scenes, animations) as well as those that are generated (and shared) on/by those (for example to support spatial localization, object recognition and tracking).
4) Identify necessary content delivery transport protocols and capability exchange mechanisms, as well as suitable 5G system functionalities (e.g., device, edge, network) and QoS (including radio access and core network technologies) required for the use cases. If existing technologies and protocols cannot serve the cases sufficiently, describe the necessary functionalities and features.
5) Identify key performance indicators and quality of experience factors (such as immersiveness, presence, localization, and world tracking accuracy) for the AR use cases based on the initial considerations in TR26.928, clause 4.2 with additional emphasis on the use cases, device platforms and exchanges formats for AR as identified in earlier objectives.
NOTE 4: As there can be several approaches for the optical implementation of displays, this study does not prefer any display types, nor will it define any detailed criteria or quality requirements.

6) Identify relevant radio and system parameters (required bitrates, latencies, loss rates, range, etc.) to support the identified AR use cases and the required QoE, in particular when the AR device is connected via 5G sidelink interfaces.
NOTE 5: Depending on the use cases, other types of peripheral devices, such as external cameras and sensors, can also be connected to the UEs in a similar fashion. 
7) For each of the identified use cases and AR device platforms, provide a detailed overall power analysis for media AR related processing and communication building on the information in TR26.928, clause 4.8. Different design options should be considered, for example if media processing is carried out on the device, on a puck/smartphone or in the edge/cloud. It is recommended to contact relevant 3GPP WGs, in particular, and RAN4, on expected modem power consumption for certain use cases.
NOTE 6: Support other 3GPP WGs and other SDOs on relevant aspects related to their work and responsibilities for these new design options and form factors on a need basis, in particular when requested for processing functions in scope of SA4.

8) Identify potential areas for normative work as the next phase and communicate with other 3GPP WGs on relevant aspects related to the study.
This permanent document collects additional agreed information that either needs more refinement or input before added to the technical report or document the status of issues that are of no immediate relevance for the TR26.998.
2 Use Cases under Consideration
<Editor’s Note 1: All collected use case proposals, submitted in this study, under consideration and development are documented in this clause. Based on the agreement from the following procedure, some of use cases will be moved to the Technical Report.
· Does it have a clear difference from the existing use cases in TR26.928?
· There is consensus that the use case is understood, relevant and in scope of the Study Item
· A feasibility study is provided and considered sufficient.

· Beyond use case description and feasibility, the template includes sufficient information on categorization, preconditions, requirements, and potential standardization status and needs.>
All new proposal for use cases should use the same template of TR26.928 only with additional line to specify how they are different from the existing ones. 
<Editor’s Note 2: The relevant existing use cases in TR26.928 will be documented in the technical report after refinement, if needed.
· Use case 1, 2, 7, 8, 11, 15, 16, 17, 19, 20, or 23 as starting point of discussion (as noted in SID)
· The context of existing use case can be refined in terms of (but not limited to)
· Device type
· Update on potential standardization status 
· Update on feasibility
2.1 Use Cases 1: Streaming volumetric video for glass-type MR devices
	Use Case Description: Streaming volumetric video for glass-type MR devices

	Bob and Patrick are gym instructors and run a gym ‘VolFit’. ‘VolFit’ provides their clients with a mixed-reality application to choose and select different workout routines on a 5G-enabled OHMD. The workout routines are available as high-quality photorealistic volumetric videos of the different gym instructors performing the routines. Bob and Patrick book a professional capture studio for a high-quality photorealistic volumetric capture of the different workout routines for their clients. Bob and Patrick perform the workout routines in the studio capture area. The studio captures Bob and Patrick volumetrically.


Alice is a member of ‘VolFit’ gym. Alice owns a 5G-enabled glass-type OHMD device. The ‘VolFit’ MR application is installed on her OHMD. The OHMD has an untethered connection to a 5G network. 

Alice wears her OHMD device. The MR application collects and maps spatial information of Alice’s surrounding from the set of sensors available on the OHMD. The OHMD can further process the spatial mapping information to provide a semantic description of the Alice’s surrounding.  

Alice wants to learn a workout routine from her instructors, Bob and Patrick. The photorealistic volumetric videos of Alice’s instructors are streamed to the MR application installed on her OHMD. The MR application allows Alice to position the volumetric representations of Bob and Patrick on real-world surfaces in her surroundings. Alice can move around with 6DoF, and view the volumetric videos from different angles. The volumetric representations are occluded by real-world objects in the XR view of Alice; when Alice move to a location where the volumetric objects are positioned behind real-world objects or vice-versa. During the workout session, Alice gets the illusion that Bob and Patrick are physically present in her surroundings, to teach her the workout routine effectively. 

The MR application allows Alice to play, pause and rewind the volumetric videos. The functions can be triggered for example by hand-gestures, a dedicated controller connected to the OHMD, etc.


	Categorization

	Type: MR (XR5G-A1, XR5G-A4, XR5G-A5)
Degrees of Freedom: 6DoF

Delivery: Streaming, Split-rendering
Device: OHMD with/without a controller

	Preconditions

	-
The application uses existing hardware capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out tracking is available.
-   Spatial mapping to provide a detailed representation of real-world surfaces around the device
-
Media is captured properly and accessible on a server
-   Connectivity to the network is provided

	Requirements and QoS/QoE Considerations

	-
QoS: 

-
bitrates and latencies that are sufficient to stream a high-quality volumetric content within the immersive limits 

-
Required QoE: 

-    high-quality content rendering according to the user’s viewpoint
-
fast reaction to user’s head and body movements 

-
fast reaction to hand-gestures, or a connected controller, etc 

-    real-time content decoding

-    accurate spatial mapping

	Feasibility

	Volumetric content production:

· Volucap studios: https://volucap.de/
· Mixed Reality studio: https://www.microsoft.com/en-us/mixed-reality/capture-studios
Device Features:

· Spatial mapping

· Tracking 
· Scene understanding 
· A/V decode resources

Selected Devices/XR Platforms supporting this:

· Microsoft Hololens: https://www.microsoft.com/en-us/hololens
· Nreal Light glasses: https://www.nreal.ai/ 
· MagicLeap 1: https://www.magicleap.com/en-us/magic-leap-1


	Potential Standardization Status and Needs

	The following aspects may require standardization work:
-
Storage and access formats

-    Network conditions that fulfill the QoS and QoE Requirements 

-    Relevant rendering APIs

-    Scene composition and description

-    Architecture design


2.2 Use Cases 2: AR remote cooperation
< Note : Some of sections are missing. Still needs further clarification for difference.>
	Use Case Name

	AR remote cooperation

	Description

	In use case 8 in TR26.928, Annex A.9, remote experts provide AR actions (e.g. overlaying graphics and drawing of instructions) to the received local video content. This use case highlights that both parties can share their own video streams and overlay 2D/3D objects on top of these video streams compared with the scenario from TR 26.928. 

For example, a car technician contacts the technical support department of the car components manufacture by phone when he has some difficulty in repairing a consumers' car. The technical support department can arrange an engineer to help him remotely via real-time communication supporting AR.

The car technician makes a video call with the remote engineer, captures the car parts as video contents and shares them with the remote engineer in-call. And he marks possible points of failure by drawing instructions on the top of these video contents in order that the remote engineer can see the marks and make a detailed discussion. Also, they have respectively FOVs on their sides to check the failure. The remote engineer can also overlay graphics and animated video models based on these shared video contents to adjust or correct the technician's operations. In addition, if the maintenance procedures are complex, the remote engineer can show the maintenance procedures step by step, and his camera captures the demonstrating video content in real-time to share it with the local technician. Therefore, the local technician can follow the operations. Finally, they find out the problems and fix it. It looks like that the remote engineer is beside the technician, discusses and solves the problems together.

In the extension to this use case, it can overlay another video stream captured by his front-facing camera based on the shared video stream to achieve more attentive experiences. 

	Categorization

	Type: AR, MR

Degrees of Freedom: 3DoF+, 6DoF

Delivery: Interactive, Conversational

Device: XR5G-P1, XR5G-A2, XR5G-A3, XR5G-A4, XR5G-A5, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>


	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>


	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

-
What are the technology challenges to make this use case happen?

-
Do you have any implementation information?

-
Demos

-
Proof of concept

-
Existing services

-
References

-
Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

>

	Potential Standardization Status and Needs

	<identifies potential standardization needs>



2.3 Use Cases 3: AR remote advertising
< Note : Some of sections are missing. Still needs further clarification for difference.>
	Use Case Name

	AR remote advertising

	Description

	Conversational related use cases described in TR 26.928 including case 7, Annex A.8, a real-time 3D communication is constructed based on local user’s media stream (e.g. 3D capture capability camera, pre-captured 3D model and local AR effects) and case 11, Annex A.12, shop assistant help the buyer to choose furniture over AR scene captured by the buyer in a real time conversation. This use case emphasizes that the shared video streams between the two parties of a session are from a third party based on the above description. The shared video streams may be 360 degree and even free-viewpoint in order to help people have more interaction and immersive experiences. 

For example, a real estate salesman introduces houses to a client. The real estate salesman can get some video content with 2D or 3D objects for houses from the third content provider and share them with his client. The client is able to see layout and furnishings of the virtual house which can be rendered following his viewpoint. The real estate salesman or the 3D model of the estate salesman can introduce what the client is seeing or is asking via audio and/or overlaying graphics based on the video content. 

In an extension to the use case, the video content is free-viewpoint. It as if the client is just inside the advertised house, and is able to walk around rooms (e.g., dining room and living room and bedroom). Furthermore, the client can move a small couch in the living room couch, and touch the murals hanging on the dining room wall.
In another extension to the use case, the client can invite his friend to see the virtual house together. They can see it from their respectively viewpoint.

	Categorization

	Type: AR, MR

Degrees of Freedom: 6DoF

Delivery: Interactive, Conversational, Download, Streaming
Device: XR5G-P1, XR5G-A2, XR5G-A3, XR5G-A4, XR5G-A5, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>


	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
· 

	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

-
What are the technology challenges to make this use case happen?

-
Do you have any implementation information?

-
Demos

-
Proof of concept

-
Existing services

-
References

-
Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

>

	Potential Standardization Status and Needs

	<identifies potential standardization needs>



2.4 Use Cases 4: AR Conferencing
	Use Case Description: AR Conferencing

	This clause describes an AR conferencing use-case that allows participants to be represented as 3D point clouds in order to provide an immersive conferencing experience. 

3.2.1 
AR Conferencing (1:1)

Bob and Alice want to make an AR conferencing call. Both are wearing AR headsets. Bob is located in Stockholm while Alice is located in Aachen. One or more cameras are placed in each location and are filming Bob and Alice, respectively. Bob can see a 3D point cloud representation of Alice on his AR headset and Alice can see a 3D point cloud representation of Bob on her AR headset. Bob and Alice can enjoy a truly immersive audio-visual experience.


[image: image1]
Figure 5.X-1: AR Conferencing (1:1)  
3.2.1 
AR Conferencing (1:many) 

Bob and Alice are invited to an escalation meeting. Bob is able to physically attend the meeting, whereas Alice is virtually joining the meeting. Alice can be seen by Bob and other participants as a 3D point clouds on their AR glasses. Bob and other participants can interact with the 3D point cloud representations (e.g. rotate, zoom-in, resize). Alice can see and interact with Bob and other participants. Alice may use a laptop, phone, AR or VR device to visualize participants in the office. All participants can enjoy a truly immersive audio-visual experience.


[image: image2]
Figure 5.X-1: AR Conferencing (1:many)

	Categorization

	Type: AR

Degrees of Freedom: 3DoF+ or 6DoF

Delivery: Conversational
Device: AR glasses

	Preconditions

	- The participants are located in a room that is equipped with cameras that allow the capturing of participants including depth information. The movements can be captured by other means (e.g. AR glasses or phone camera).

- The participants are wearing AR glasses that allow the 3D point cloud representation of other participants. 

	Requirements and QoS/QoE Considerations

	The network shall support the delivery of point cloud streams for real-time conversational services:

An audio stream has a bandwidth requirement of 128 kbps. 

A point cloud stream has raw bandwidth requirement of up to 2 Gbps. The transmission bandwidth is expected to be lower after encoding and optimization. Preliminary data from MPEG V-PCC codec evaluation indicates 1:100 compression ratios can be achieved. For high-quality sequences of 1M points per frame and 30 fps this gives expected bitrates around 30Mbps.

	Feasibility

	The point cloud stream can be defined with mesh, texture and UV or similar representation. The bandwidth and latency requirements for AR conferencing using point cloud communications present a challenge to mobile networks. The complexity of the point cloud stream is challenging for the endpoints and introduces additional delay for processing and rendering functions. Intermediate edge or cloud components are needed. 

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

-
Standardized formats for point cloud representation of participants on AR glasses.

-    Cloud APIs for processing and rendering of point cloud streams.  


3 Device Functional Structure
<Editor’s Note: Clause 3~7 are primarily structured for the placeholder of initial information to be collected and may be reorganized based on the context collected.

Proposal of AR glass-type device structure can be documented in this clause>
4 Service Architectures
<Proposal of service level architecture, including network and edge can be documented in this clause>
5 Media Exchange Formats 
<Proposal of key technologies, including media exchange formats and profiles can be documented in this clause>
6 Delivery Protocol and Quality-of-Service
7 Device Form-factor related Issues
8 References
[1]
3GPP TS 26.928: "Extended Reality (XR) in 5G".
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