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1. Introduction
The iRTC client in the terminal enables real-time services with 3D video, which requires both the depth (D) information in addition to the colour (RGB) information to be captured. In typical UE form factors, we assume at least an RGB frame and a D frame are captured and sent to a 3D video pre-processor, which may convert the frames to a point cloud.
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The operation of a 3D video pre-processor is out of standardization scope but it is assumed to convert the frames to appropriate forms for compression. In this document, we outline the formats of depth information and the process to generate point clouds from RGBD frames.

2. Depth formats & point cloud generation
Depth information is typically stored in 16-bit unsigned integer format, which indicates the distance between each point and a vertical plane including the depth sensors, which typically consist of an (IR) transmitter and one or more receivers, in millimeter [1], [2]. Each point in 3D space is mapped onto a 2D image plane via a series of transforms illustrated below.
[image: ]
Mapping of 3D points to 2D image plane [3]
In the figure, [R t]T represents the rotation and translation from a 3D world coordinate system to a 3D camera’s coordinate system, whose parameters can be supplied by UE’s motion sensors. K is the camera intrinsic matrix defined as 
[image: ]
where
	Parameter
	Unit
	Definition
	Note

	fx
	float
	X-axis focal length (in pixel)
	

	fy
	float
	Y-axis focal length (in pixel)
	

	cx
	float
	X-axis principle point (in pixel)
	

	cy
	float
	Y-axis principle point (in pixel)
	

	s
	float
	Skew coefficient
	Zero if image axes are perpendicular



Depending on notation, transpose of K is also used as a camera intrinsic matrix. These device-specific information is supplied by typical OSs used in UEs [4], [5], which assume s=0. Therefore a point cloud in e.g., PLY format can be generated from a pair of RGB and D frames by reversing the transforms, with parameters available to applications in UEs. The FoVs of RGB and D cameras will be in general different and how to align them is left to the discretion of the implementation.

3. iRTC 3D video requirements
Resolutions and rates of RGBD frames would influence the overall quality and their minimum required (or recommended) values may be specified for iRTC & other RTC applications. FoVs (horizontal and vertical) of RGBD frames, typically depending on the number and location (distance) of sensors, may also be specified.
In [6], the needs for scaling 3D objects were illustrated for several scenarios. The conference managing server or receiving iRTC client needs the size information of 3D objects for a proper scaling. How to define or estimate the size of 3D (point cloud) objects, e.g., by recycling some information gathered in the generation of point cloud or using a separate set of sensors, has yet to be discussed.

4. Proposal
It is requested to include clauses 2 and 3, and the references of this document in the permanent document and take them into account in the discussion of 3D video capture and related topics.
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