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Introduction
A draft CR to TS 26.114 introducing video support for ITT4RT in S4-AHM578 was reviewed during the ITT4RT telco on Sep 9th. Several open issues were identified on particularly on terminology and architecture.
In this discussion paper, we aim to address some of the open issues on ITT4RT around terminology, architecture and video support and also provide a few concrete proposals. If agreeable, the draft CR in S4-AHM578 will be updated accordingly (document S4aM200591 has already been registered for this purpose.
Terminology
[Related to Section X.1 in draft CR in S4-AHM578]
[Adopt the following proposed terminology, toward addressing the editor’s note <Editor’s Note: Clarify sender vs receiver in ITT4RT-MTSI client definition. Possibly define some more specific abbreviation, e.g., ITT4RT-MTSI-Tx vs ITT4RT-MTSI-Rx, or simply refer to ITT4RT-MTSI sending client vs ITT4RT-MTSI receiving client>]
Since immersive video support for ITT4RT is unidirectional, ITT4RT-MTSI clients in terminal supporting immersive video are further classified into two types to distinguish between the capabilities for sending or receiving immersive video: (i) ITT4RT-MTSI-Tx client in terminal, which is an ITT4RT-MTSI client only capable of sending immersive video, and (ii) ITT4RT-MTSI-Rx client in terminal, which is an ITT4RT-MTSI client only capable of receiving immersive video. 
MTSI gateways supporting ITT4RT functionality are referred to as ITT4RT-MTSI MRF, which is an ITT4RT-MTSI client implemented by functionality included in the MRFC and the MRFP. An ITT4RT-MTSI MRF contains both ITT4RT-MTSI-Tx and ITT4RT-MTSI-Rx clients, i.e., ITT4RT-MTSI-Tx client for the capability to send immersive video and ITT4RT-MTSI-Rx client for the capability to receive immersive video.

Architecture
[Related to Section X.2 in draft CR in S4-AHM578]
[Address relevant aspects such as:
· definitions, 
· reference and coordinate systems, 
· video signal representation,
· audio signal representation,   
· end-to-end reference architecture
· client reference architecture]
<Reference content from TS 26.118 as appropriate, e.g., on definitions, coordinate systems, etc.>
Definitions, reference and coordinate systems, video signal representation and audio signal representation as described in clause 4.1 of TS 26.118 are applicable.
<Below content comes from PD:>
Figure X.1 provides a possible sender architecture that produces the RTP streams containing 360 video and immersive speech/audio as applicable to an ITT4RT-MTSI-Tx terminal. Following VR content acquisition and pre-processing of 360 video and immersive speech/audio components, corresponding elementary streams are generated. For 360 video, pre-processing may include video stitching, rotation or other translations, and the pre-processed 360 video is then passed into the projection and mapping engine in order to map 360 video into 2D textures. Followed by the HEVC/AVC encoding of the 2D video textures and EVS encoding of immersive speech/audio along with the relevant immersive media metadata, the consequent video and audio elementary streams are encapsulated into respective RTP streams and transmitted. 
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Figure X.1 - Reference sender architecture for ITT4RT-MTSI-Tx client in terminal

Figure X.21 provides an overview of a possible receiver architecture that reconstructs the 360spherical video and immersive voice/audio in an ITT4RT-MTSI-Rx terminal. Note that this figure does not represent an actual implementation, but a logical set of receiver functions. Based on one or more received RTP media streams, the UE parses, possibly decrypts and feeds the elementary video stream to the HEVC/AVC decoder and voice/audio stream into the EVS decoder. The HEVC/AVC decoder obtains the decoder output signal, referred to as the "texture", as well as the decoder metadata. Likewise the EVS decoder output signal contains the immersive voice/audio output signal The Decoder Metadata for video contains the Supplemental Information Enhancement (SEI) messages, i.e., information carried in the omnidirectional video specific SEI messages, to be used in the rendering phase. In particular, the Decoder Metadata may be used by the Texture-to-Sphere Mapping function to generate a spherical video (or part thereof) based on the decoded output signal, i.e., the texture. The viewport is then generated from the spherical video signal (or part thereof) by taking into account the viewport position information from sensors, display characteristics as well as possibly other metadata such as initial viewport information. A similar receiver architecture can also be supported for the AVC codec.
For 360 degree video, the following components are applicable:
-	The RTP stream contains an HEVC or an AVC bitstream with omnidirectional video specific SEI messages. In particular, the omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [X1] and ISO/IEC 14496-10 [X2] may be present.
-	The video elementary stream(s) may be encoded following the requirements in the Omnidirectional Media Format (OMAF) specification ISO/IEC 23090-2 [X3], clause 10.1.2.2,. as well as the general video codec requirements for AVC and HEVC in clause 5.2.2 of TS 26.114. <Needs to be checked if these apply for conversational setting>
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Figure X.21 - Potential Reference receiver architecture for VR support overITT4RT- MTSI client in terminal
The output signal, i.e., the decoded picture or "texture", is then rendered using the Decoder Metadata information contained in relevant SEI messages contained in the video elementary streams as well as the relevant information signalled at the RTP/RTCP level (in the VPD case). The Decoder Metadata is used when performing rendering operations such as region-wise unpacking, projection de-mapping and rotation toward creating spherical content for each eye.
<Editor’s Note: Produce another reference client architetecture for the VPD case with new arrows for RTCP etc.>
Viewport-dependent processing could be supported for both point-to-point conversational sessions and multiparty conferencing scenarios and be achieved by sending from the MTSI receiver RTCP feedback or RTP header extension messages with the desired viewport information and then encoding and sending the corresponding viewport by the MTSI sender or by the media gateway, e.g., MRF. This is expected to deliver resolutions higher than the viewport independent approach for the desired viewport. The transmitted RTP stream from the MTSI sender or media gateway may also include the actual viewport or coverage information, e.g., in an RTP header extension message, as the 360 degree video generated, encoded and streamed by the sender may cover a larger area than the desired viewport. The media formats for tiling and sub-picture coding as described in the viewport-dependent profile of OMAF in ISO/IEC 23090-2 [X3] etc. are not relevant for the 5G conversational setting. Instead, vViewport-dependent processing isbased on tiling and sub-picture coding could be realized via RTP/RTCP based protocols that are supported by ITT4RT-MTSI terminals. Use of RTP/RTCP based protocols for viewport-dependent processing is further described in clause X.6.2.
<Editor’s Note: Define entities for ITT4RT, and associated terminal capabilities. Sending ITT4RT-MTSI client, Receiving ITT4RT-MTSI client and ITT4RT-MTSI-GW, need to include a figure and description of an end to end architecture containing these entities> 
<Editor’s Note: Audio architecture needs to be integrated.>

Video Support
ITT4RT-MTSI-Rx clients in terminals offering video communication shall support decoding capabilities based on:
-	H.264 (AVC) [X2] Progressive High Profile, Main Tier, Level 5.1
-	H.265 (HEVC) [X1] Main Profile, Main Tier, Level 5.1. 
ITT4RT-MTSI-Tx clients in terminals offering video communication shall support encoding capabilities based on:
-	H.264 (AVC) [X2] Progressive High Profile, Level 5.1
-	H.265 (HEVC) [X1] Main Profile, Main Tier, Level 5.1. 
For 360 degree video delivery across ITT4RT-MTSI clients, the following components are applicable:
-	The RTP stream shall contain an HEVC or an AVC bitstream with omnidirectional video specific SEI messages. In particular, the omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [X1] or ISO/IEC 14496-10 [X2] shall be present for the respective HEVC or AVC bitstreams.
-	The video elementary stream(s) shall be encoded following the requirements in the Omnidirectional Media Format (OMAF) specification ISO/IEC 23090-2 [X3], clauses 10.1.2.2 and 10.1.3.2 for HEVC bitstreams and clause 10.1.4.2 for AVC bitstreams.
ITT4RT-MTSI receivers are expected to be able to process the VR metadata carried in SEI messages for rendering omnidreicationaomnidirectional video. Relevant SEI messages contained in the elementary stream(s) with decoder rendering metadata may include the following information as per ISO/IEC 23008-2 [X1] and ISO/IEC 14496-10 [X2]:
-	Region-wise packing information, e.g., carrying region-wise packing format indication and also any coverage restrictions
-	Projection mapping information, indicating the projection format in use, e.g., Equi-rectangular projection (ERP) or Cubemap projection (CMP)
-	Padding, indicating whether there is padding or guard band in the packed picture
-	Frame packing arrangement, indicating the frame packing format for stereoscopic content
-	Content pre-rotation information, indicating the amount of sphere rotation, if any, applied to the sphere signal before projection and region-wise packing at the encoder side
-	Fisheye video information, indicating that the picture is a fisheye video picture containing a number of active areas captured by fisheye camera lens.  This information enables remapping of the colour samples of the pictures onto a sphere coordinate space
[With regards to the negotiation of SEI messages for carriage of decoder rendering metadata, procedures specified in IETF RFC 7798 [6] on the RTP payload format for HEVC may be reused. In particular, RFC 7798 can allow exposing SEI messages related to decoder rendering metadata for omnidirectional media in the SDP using the 'sprop-sei' parameter, which allows to convey one or more SEI messages that describe bitstream characteristics. When present, a decoder can rely on the bitstream characteristics that are described in the SEI messages for the entire duration of the session. Intentionally, RFC 7798 does not list an applicable or inapplicable SEI messages to be listed as part of this parameter, so the newly defined SEI messages for omnidirectional media in ISO/IEC 23008-2 can be signalled. It is expected that both MTSI clients and MTSI gateways support RTP payload formats for VR support.
Editor’s Note: It is to be decided whether SEI messages for omnidirectional video needs to be explicitly negotiated or whether ITT4RT-MTSI clients must support these messages]
In particular, ITT4RT-MTSI clients supporting 360 video shall support the following omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [X1] and ISO/IEC 14496-10 [X2]:
1) the equirectangular projection SEI message,
2) the cubemap projection SEI message,
3) the sphere rotation SEI message, 
4) the region-wise packing SEI message, and
Furthermore, ITT4RT-MTSI clients supporting fisheye video shall support the following omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [X1] and ISO/IEC 14496-10 [X2]:
1) the fisheye video information SEI message (for fisheye video)

For stereoscopic video support, ITT4RT-MTSI clients shall also support of a subset of the frame packing arrangement SEI message as in ISO/IEC 23090-2 [X3] – details are TBD.
Editor’s Note: Need to compare and possibly consolidate with bitstream requirements for 3GPP VR streaming operation points defined in clause 5.1 of TS 26.118.
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