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Abstract
The 5G Media Streaming architecture defined in TS 26.501 [1] makes provision for a configuration interface at reference point M3, used by the 5GMS Application Function to configure the Content Hosting feature in the 5GMS Application Server. However, the details of this reference point are not further elaborated, nor are they specified at stage-3 in TS 26.512 [2].
This paper proposes to define procedures at M3 and to specify an OpenAPI protocol at this reference point.
1. Background
1.1. 5G-MAG Reference Tools
5G‑MAG is a 3GPP Market Representation Partner representing the media industry vertical. Its remit includes Verification and Validation activities to assess whether the 5G System as specified by 3GPP is fit for the purposes of media contribution and distribution.
5G‑MAG has initiated a Reference Tools initiative which involves an Open Source effort to create reference implementations of 3GPP Technical Specifications in order to verify that the goals of the specifications can successfully be realised in practice. The initiative is open to members of 5G‑MAG and non-members alike. Contributions to the source code repository are made in line with a 5G‑MAG Contribution Licence Agreement which contributors sign in order to push code.
At IBC2022, 5G‑MAG announced an expansion of the scope of the Reference Tools initiative to encompass 5G Media Streaming, as defined in TS 26.501 [1] (general architecture reproduced below for reference) and TS 26.512 [2]. As part of this, the BBC has contributed reference implementations of the 5GMSd Application Server and 5GMSd Application Function.
1.2. Content Hosting provisioning in the 5GMS reference implementation


TS 26.501 figure 4.1-2: 5G Media Streaming general architecture
In order to allow the 5GMSd AF to provision Content Hosting services in the reference implementation of the 5GMSd AS, it has been necessary to implement a configuration interface at reference point M3d. This reference point is defined in clause 4.2.1 of TS 26.501 [1] but is not further elaborated in that specification. In particular, the high-level procedures documented in clause 5 of [1] make no mention of M3d with the exception of clause 5.1, which declares this reference point out of scope in step 2 of the highest-level procedure depicted in its figure 5.1‑1:
[image: ]
TS 26.501 figure 5.1-1: High-level procedure for downlink streaming
The present contribution proposes a possible realisation of reference point M3.

2. Technical proposal
[image: ]

2.1. Proposal for M3 Application Server Provisioning APIs
Based on the experience of implementing an M3d API, it is proposed to document the procedures in TS 26.501 [1] and a RESTful API that realises them in TS 26.512 [2] along the following lines:
1. An M3 Server Certificates Provisioning API.
a. This can borrow from the M1 Server Certificates Provisioning API the concept of passing a X.509 PEM certificate bundle as the resource type. However, the create/retrieve/update/destroy operations can be simplified because the 5GMS AS does not need to manage X.509 Certificate Signing Requests.
b. A flat list of uniquely identified Server Certificate resources is adequate at this reference point, so there is no need for them to reside under the umbrella of a Provisioning Session here.
c. It is proposed that the identifiers for these resources are assigned by the 5GMS AF so that they are the same on all 5GMS AS instances in the 5GMS System.
2. An M3 Content Preparation Templates Provisioning API.
a. This can borrow heavily from the M1 Content Preparation Provisioning API since the 5GMS AF is expected to pass Content Preparation Templates through to the 5GMS AS instance for execution.
b. A flat list of uniquely identified Content Preparation Template resources is adequate at this reference point, so there is no need for them to reside under the umbrella of a Provisioning Session here.
c. It is proposed that the identifiers for these resources are assigned by the 5GMS AF so that they are the same on all 5GMS AS instances in the 5GMS System.
3. An M3 Content Hosting Provisioning API.
a. Each M1 Provisioning Session can be provisioned with a Content Hosting Configuration to enable the downlink media streaming feature. It is proposed that the existing Content Hosting Configuration resource type is reused in the create/retrieve/update/destroy operations.
b. In addition, the content cache purge operation is carried through from the M1 Content Hosting Provisioning API.
· It is the responsibility of the 5GMS AF to purge the cache in all 5GMS AS instances provisioned to offer the Content Hosting Configuration in question.
c. A flat list of uniquely identified Content Hosting Configuration resources is adequate at this reference point, so there is no need for them to reside under the umbrella of a Provisioning Session here.
d. It is proposed that the identifiers for these resources are assigned by the 5GMS AF so that they are the same on all 5GMS AS instances in the 5GMS System.
e. Each Content Hosting Configuration resource at reference point M3 may refer to Server Certificate resources and/or Content Preparation Template resources belonging to the same M1 Provisioning Session.[footnoteRef:1] [1:  The 5GMS AF enforces this constraint when invoking the M3 Content Hosting Provisioning API, and it may translate the resource identifiers into their M3 equivalents if the implementation has chosen to make them different from the corresponding M1 resource identifiers.] 

2.2. Proposal for Application Server Management API
A 5GMS AF may be managing multiple 5GMS AS instances and must therefore be aware of the status of each one so that remedial action can be taken to maintain the Quality of Service required by the current set of M1 Provisioning Sessions. To satisfy this need, it would be useful for every 5GMS AS instance to provide a regular heatbeat to its managing 5GMS AF instance.
Rather than provide a point solution for the 5GMS System, it is proposed to define a generic service API between Application Servers and their managing Application Function along similar lines to the Nnrf_AFManagement service that is exposed by the Network Repository Function (see clause 6.2.6 of TS 23.501 [3] and TS 29.510 [4]) to Application Functions it manages. The new Application Server Management API (working name: Naf_ASManagement) would provide the following service operationss to Application Server instances:
1. Naf_ASManagement_ASRegister. An Application Server instance registers with its managing Application Function instance[footnoteRef:2] by invoking this operation with an Application Server profile describing its capabilities. [2:  The Application Server instance first uses the existing Nnrf_NFDiscovery_NFDiscover operation to locate a suitable managing Application Function instance of the required type (e.g. 5GMS AF).] 

The Application Function may delegate management responsibility to another Application Function instance by issuing a suitable redirect response to the invoking Application Server instance, which follows the redirect and reissues the request to the target of the redirection. Once the end of the redirect chain is reached, and a successful response is returned, the Application Server instance falls under the management of the final (non-redirecting) Application Function instance.
2. Naf_ASManagement_ASUpdate. An Application Server instance periodically reports its current load to its managing Application Function instance by updating the Application Server profile resource it registered in the previous step. As well as allowing the Application Function instance to actively manage the serving capacity it is managing (for example by migrating client application traffic to another Application Server instance, or perhaps by spinning up/down an Application Server instance or Edge Application Server instance), this implicitly provides the required heartbeat assuring the Application Function instance that the Application Server instance is still alive and well.
3. Naf_ASManagement_ASDeregister. When it is cleanly shutting down, an Application Server instance deregisters from its managing Application Function instance by invoking this operation to destroy the Application Server profile resource created in step 1. The managing Application Function instance acknowledges the deregistration and stops managing the Application Server instance.
The following operations would be provided to Network Functions in the 5G System, including other Application Functions:
4. Naf_ASManagement_ASStatusSubscribe. Other Network Functions in the 5G System may subscribe (via a callback URL) to notifications about registrations of Application Server instances at a particular Application Function of interest.
5. Naf_ASManagement_ASStatusNotify. An Application Function instance uses this operation to notify its current subscribers about a new Application Server instance being registered, or a change in the status of a registered Application Server instance, including deregistration.
6. Naf_ASManagement_ASStatusUnsubscribe. This operation destroys an existing notification subscription.
3. Proposal for agreement
It is proposed that SA4 agrees:
1. The basic design proposals outlined in section 2 of the present document.
2. That these are expanded as two additional Key Issues in the TR 26.804 feasibility study [5] (or an alternative study):
a. Application Server provisioning at reference point M3.
b. Application Server management by an Application Function.
· Advice from SA2 should be sought on the division of labour for the resulting normative Work Item if the feasibility study concludes that normative work is needed.
3. That the scope of the 5GMS_Ph2 Work Item Description be expanded to include changes to Rel‑18 of TS 26.501 [1] describing the above once the feasibility study reaches a conclusion.
4. That the scope of a follow-on stage 3 Work Item includes provision to:
a. Specify an M3 Application Server Provisioning API in Rel‑18 of TS 26.512 [2] based on the stage‑2 specification in TS 26.501 [1].
b. Specify a Naf_ASManagement service in Rel‑18 in collaboration with CT4 based on the stage‑2 specification in TS 26.501 [1].
References
[1]	3GPP TS 26.501: "5G Media Streaming architecture", Release 17.
[2]	3GPP TS 26.512: "5G Media Streaming (5GMS); Protocols".
[3]	3GPP TS 23.501: "5G System".
[4]	3GPP TS 29.510: "5G System; Network Function Repository Services".
[5]	3GPP TR 26.804: "Study on 5G Media Streaming Extensions".
image2.png
5GMSd-Aware| |5GMSd Client|  [5GMSd AF| 5GMSd AS 5GMSd

Application Application Provider

: o 1:M1d: 5GMS$ Provisioning l ’

fort/ | 2: M3d Internal

Interactions |

3: M2d: 5GMS )

Ingest

4: Service Announcement
e I e il Tt [l ®
(not inscope)
" 5: M6/7d: UE _
x APls @
£ St I B 2
c i opt . 10 —
% % e 6: Serwcie "o
39 Acces_si o
w o Informatién 2.
F =0 I N S acquisitian | | >
S5 & 7: M5d: Media
o9 —
2+ Session
2 Handling
8: M4d; Medja Streaming
N ¢ SSSSSSE FSSSSSSSSSSSSSSSSSSS. SO S J

uoissag Buluoisinoig





image3.svg
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                    


image4.emf
5GMS AS

 5: Spawn 

5GMS AF

M3_ServerCertificatesProvisioning

M3_ContentPreparationProvisioning

M3_ContentHostingProvisioning

M1_ServerCertificatesProvisioning

4b: createContentPreparationTemplate

M1_ContentPreparationProvisioning

4c: createContentHostingConfiguration

M1_ContentHostingProvisioning

5GMS Application 

Provider

Data Collection AF

Ndcaf_DataReporting

10: CreateSession

3: createProvisioningSession

M1_ProvisioningSessions

Data Collection AF

Ndcaf_DataReportingProvisioning

1a: CreateSession

M3

R4

Naf_EventExposure

2: Subscribe

Naf_ASManagement

M3

6: Request

EAS

EES

Eees_EASRegistration

EDGE-3

Event Consumer

AF

R6

Naf_EventExposure

4d: createPolicyTemplate

M1_PolicyTemplatesProvisioning

M1

R1


image1.emf
DN

M3

5GMS

AS

5GMS 

Application 

Provider

PCF

NEF

5GMS

AF

N33

N5

UE

5GMS-Aware Application

5GMS Client

5GMS

5GS

External

M8

Media Stream

Handler

Media 

Session 

Handler

M1

M2

M4

M5

M6

M7

M7

Exposed API

5GMS Scope

5GS Scope

Out of scope

M6


Microsoft_Visio_Drawing.vsdx
DN
M3
5GMS AS
5GMS Application Provider
PCF
NEF
5GMS AF
N33
N5
UE
5GMS-Aware Application
5GMS Client
5GMS
5GS
External
M8
Media Stream
Handler
Media Session Handler
M1
M2
M4
M5
M6
M7
M7
Exposed API
5GMS Scope
5GS Scope
Out of scope
M6



