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1 Introduction

We propose another use case for edge services in the context of media streaming. In this case the edge is used as a reliable and secure and distributed architecture that can support fair betting.
2 Use Case: Betting on the Edge
5.2.x
Betting on the Edge
	Use Case Name

	Betting on the Edge

	Description

	Basic use case:

A live sports service provider wants to offer a live stream that will be used for betting/wagering within an event. The content must be delivered with low latency (typically encoder to glass in 3 – 10 seconds) in order to be on par with regular distribution means. 

More importantly the content needs to be available so customers trust that the game is fair for all customers, i.e. content must not be accessed and presented earlier than an agreed playout time by any customer. Synchronized playback for fairness across clients is an important issue

However, clients may be implemented such that they race for the content to provide an advantage to the user for fast betting. At the same time, the content provider does not want to jeopardize visual and audio quality by artificially delaying the availability of the content for fairness.

Objective: All clients display the content at almost the same time without being sacrificed for audio/visual quality (rebuffering and so on)
Edge involvement

· The streaming service provider wants to avoid that the situation whereby users can see the streamed content too early, for example by developing a client that early downloads, decodes, and renders the content. This is for fairness in the case of betting.

· At the same time, the streaming service provider does not want to delay the distribution artificially either and want to give the clients the ability to download the main content (without buffer underruns).

· The service provider asks for fairness in the client, but the client cannot be trusted to act fairly. Hacked clients are possible. Clients may have DRM systems that the service providers will use.

· The service provider uses the following system:

· The service provider encrypts the content;
· The service provider rotates the key quite frequently;
· The service provider provides the keys on a trusted edge server;
· The edge server pushes the key to the clients at an agreed point in time;
· The key push is synchronized across all edge servers and is very quick (extremely low latency involved, hence using edge);
· With the key in hand, the clients now can use it and immediately render. From here on it is standard client processing;
· The MNO may provide such a service to a CDN or a content provider.

	Categorization

	Type: XR, Cloud Computing, GPU
Delivery: Downlink Streaming
Device: Phone, TV, Tablet

	Preconditions

	On the device, a trusted execution environment is available
Edge servers are available that provide high reliability and fairness. The edge servers also have a reliable wall-clock time and are synchronized. The network edge server may be provided as an MNO service.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	QoE

· Overall service KPIs (rebuffering, presentation quality, latency) is not impacted

· Presentation playout is synchronized within 200ms across different clients

QoS

· Delivery of the keys need to happen with reliability and sufficiently low latency

	Feasibility and Industry Practices

	
[image: image1]
A basic operation in a CDN-based streaming is shown in the figure above. Chronological order for events:
· Live time; camera captures AV;
· Media packets packaged and encrypted;
· Media packets transmission started;
· 1st subscriber receives media packets;
· Last subscriber receives media packets;
· Key is provided to Edge;
· Key is pushed to clients.
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DRM systems and key protection is quite common nowadays, even without complex DRM systems. Clear key as an example permits to protect content in time. It is not classical DRM, but only early access protection. For clear key protection refer to DASH-IF IOP.

	Cost Analysis

	The main point is the advantages in ultra-low latency delivery by minimising the size and distance for the “last bit” delivery which in this case is the key. The pre-distribution equalises access across the population of subscribers as most people should have received it by the time the key is delivered. By doing so, the operator can provide a unique service offering. The quality of the distribution (the more tightly synced, the better the service). Edge is not essential but provides a distinct service improvement.
The secure key distribution on the edge may also be used for other purposes, including:

· The ability to secure the live content in general, for example due to rights issues for the live content.

· The ability to keep clients generally synchronized in the playout for improved user experience

· The avoidance of a DRM server storm for the keys during live services. Edges provide scalability

	Potential Standardization Status and Needs

	The following aspects may be specified
1) The protocol between the Key Server and the Edge;
2) The protocol between the Edge and the client;
3) The synchronization of the edge servers. 
Note that all these enablers may be defined in a generic way to allow for synchronized distribution of different types of resources.


3 Proposal
It is proposed to add the use case in clause 2 to TR26.803.[image: image3.png]
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