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Abstract of the contribution:

A number of issues regarding POI interactions were raised in TCLI chiefly related to audits. A summary of those issues are raised here for wider input from NE vendors.
Context

Provisioning commands from the ADMF or a triggering function to a POI have a mechanism for acknowledging a command is syntactically/semantically OK but deferring confirmation that it has been successfully provisioned.
Management commands have no such mechanism.

Specifically the audit command GetAllDetails has the potential to create very large response messages and require the POI to respond quickly.
Experience with existing 4G POIs has also noted issues related to initial start-up, auditing and competing access for limited resources on the POI, particularly when large numbers of tasks are involved.
5G POIs designed appropriately are expected to avoid most of these issues, but some POI performance criteria are required to ensure fitness for purpose for all POI types.
Performance assumptions

This document is not intended to define performance requirements on POIs, but does need to make some assumptions to simplify further discussions
Message response timing

A parameter TIME1 defines the time spent on a POI in receiving, validating, actioning a request and building and transmitting a response message back to the requester.

TIME1 may be configured on a ‘per message type’ basis via local configuration.

In particular, provisioning commands may have a different TIME1 requirement to a GetAllDetails ‘audit’ management command when tens of thousands of tasks are involved in the audit report.

Single ‘AddTask’ in message

In order to meet the low-latency, dynamic triggering of a POI during call setup, there should be a guarantee for handling and completing an LI_X1 message containing a single ‘Add Task’ message. Typically, a call setup may take 150ms, so a provisioning time (much) less than this is required.
This responsiveness is required even if a management command is in progress. Most management commands will also be short-lived but an audit of all tasks can be more time-consuming.

Note that for triggered POIs, provisioning commands are provided from a triggering function, whereas management commands may arrive independently and asynchronously from the ADMF.

Bulk provisioning

Add/Delete/Modify commands within a single message shall be acknowledged within TIME1. The maximum number of commands within a single provisioning message can be defined at the ADMF. It is not expected that a message containing say 100,000 AddTask commands be handled within the default suggested 5 second TIME1, but some measure of the performance profile of an initial tasking activity should be part of a ‘startup’ performance criterion.
Audit ‘GetAllDetails’

It is expected that an audit command with large numbers of tasks on a POI will be moderately responsive.

TIME1 should be set to reflect the response time for the largest number of tasks. A suggestion within TCLI noted 30 seconds to provide a full audit of tasks including both task details and task status information.
Functional restrictions

Message size

HTTPs allows messages limited largely by the capabilities of sender and receiver (e.g. Chrome Browser 2GB limit), embedded systems may have smaller limits.
It is important that the ‘GetAllDetails’ command in particular cannot provide a response that overflows response message transmission and reception buffer sizes.

A larger system scoped for say 100,000 tasks could generate a message response of tens of megabytes particularly when there is a failure with error description strings.

It is assumed that a single ‘GetAllDetails’ response message will be delivered within TIME1 with all the required details from a single snapshot instant in time.

‘Busy’ Management message response
At present there is no distinction between a timeout due to communications failure and one due to a POI being too busy. It has been assumed that by design and TIME1 configuration that the POI would not need to signal it is too busy.
However should the POI need to notify the ADMF that it is too busy (to trigger an ADMF message backoff strategy), consideration should be given on how to signal this.

Notification of Triggered tasks

There are two reasons the LI system needs to know of triggered tasks:

1. Ensure the provisioned state of the LI system at any given time is well understood. ( and logged)
2. ADMF assessing the immediate impact of a failed triggered task on its associated warrant(s) and provide logging and corrective action.
Requirement 1 possible solutions:
a) Log all task provisioning events at each POI – ADMF logs would not be aware
b) On successful provisioning commands from a triggering function, the TF also provides a tasking notification directly to the ADMF or allows the ADMF to retrieve recent changes regularly without significant impact to the IRI TF
c) Provide an additional ‘historical’ audit message for a POI to report all changes to tasking details since last ‘historical’ audit
Items a), b) and c) tackle the logging aspect of the requirement in different ways.

Option a) is minimal and would likely be present anyway for local debugging.

Option b) provides most consistency in populating a linear log file at the ADMF.

A very regular polling of the IRI TF whenever the ADMF wants to update its logs may be preferred over the IRI-TF explicitly pushing single notifications back.

Option c) places a large additional burden on POIs for historical audits

Requirement 2, possible solutions:

a) At a triggered POI, provide additional information in any task failure notification.

While a failure could be reported directly to the ADMF, it should follow the requester/responder model via the associated IRI trigger function back to the ADMF. (Failure propagation at the TF required)

The ADMF becomes immediately aware of the failed task, has access to the task’s Product ID (which is the same as the triggering IRI task’s Task Identity) to allow association of the task failure with associated warrant or warrants.
Triggered POIs may have a failure to connect to a mediator destination or some locally defined failure. 

The ADMF assessment and corrective action should use the IRI XID and signal (deactivate) the IRI triggering task to cascade to a deactivation of all associated triggered POI tasks avoiding any direct triggered POI provisioning control.
Other Considerations:
CC-POIs may be retasked with a new CC address as temporary identifiers are cycled. This could result in a large reporting and notification load and large POI data storage for historical information.

Recommendations:

These mechanisms require additions to commands and varying degrees of additional POI capabilities. 
An agreement is required from a variety of POI vendors on how to proceed prior to raising CRs to amend TCLIs LI_X1 interface.
