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1. Introduction
As shown in the NFV Overview contribution LI(14)P350036 to TC LI #35, NFV represents a significant change to traditional network architectures and ability to perform LI, especially where off-switch techniques may be required. This contribution discusses the LI issues which would need to be addressed in NFV, in order to maintain LI capabilities, as required by national regulations.

2. Discussion
Firstly while TC LI’s remit is limited to Lawful Interception, LI for NFV purposes is largely a secure sub-set of the generalised cyber security and network monitoring requirements applied to current networks. Solutions for both LI and cyber would be similar. While directly sharing network monitoring capabilities for LI is considered inappropriate there are significant synergies in the underlying capabilities required. 
2.1 Off-Switch: (Dedicated equipment external to node handling traffic to be intercepted)
In many applications Deep Packet Inspection (DPI) probes are used to look at traffic on all links coming in/out of a given node (eg Radius server). In NFV, all the input and outputs may not ever appear on an external physical port. Interfaces will be virtual and packets move through a VM environment switch module within the overall VM environment. Therefore off-switch is not generally possible in the current design.

It is assumed here that the NFV environment for LI purposes has a low level of assumed trust (i.e. in this scenario the nodes handling the traffic of interest are considered insecure from an LI perspective and therefore a trusted external element is used to capture the required traffic). Therefore, the focus is on how to make all packets moving across the virtual switch accessible to the outside world for probing. 

This generates the following set of requirements which need to be met.

1. Virtual switch shall provide a copy of all packets to a dedicated allocated port (eg RJ 45 or fibre connection).

2. Virtual switch shall allow either all packets or only packets on specific logical interfaces to be selected for output depending on the intercept requirements of a given deployment scenario. Where filtering is to be applied (e.g. only http traffic is monitored), the filtering code should be treated as an LI VM as for on-switch requirements.

3. Switch code needs to be hardened sufficiently to guarantee packet provision to an external interface but further software environment assurance is not necessarily required (unlike the onswitch case). Furthermore this interface shall be restricted for LI use and shall not be useable for other purposes.
4. Output to dedicated interface needs to be high priority for VM environment. Traditional SPAN ports drop packets when routers get busy. Here LI output shall be higher priority than other packets to guarantee operation.
2.2 On-Switch: (interception is performed by a dedicated embedded sub-function of a network node e.g. CSCF)
In the on-switch VM scenario, 1 or more LI functions would need to be implemented in each virtualised node (eg SGSN or CSCF). In traditional LI nodes, a dedicated LI hardware card would be added which operates in its own security domain and cannot be accessed or monitored, even by the administrators of the rest of the node hardware. The challenge is to get as close to this in the virtualised environment as possible.

In this scenario it is assumed that the overall VM environment is trusted to operate as designed and no malicious or undocumented features exist to compromise the integrity of the VM environment (failure to do this, invokes off-switch requirement etc).

This generates the following set of requirements which need to be met.

1. The LI VM implementations need to operate in a TPM/ secure computing / trust zone like environment which is dedicated for LI purposes. This can run in the shared VM environment but must be ring fenced from everything else (eg memory used isn’t addressable once allocated to other VMs etc).

2. Logically the virtual switch would perform an equivalent function to the off-switch case, routing all packets to the LI VM instance rather than an external port.

3. The LI VM must provide a mechanism visible to the external LI administration systems, to allow detection of suspension of the LI VM by a hypervisor administrator etc (eg a continuous alive / time sync signal).
4. Audit trail of process lifecycle events logged to immutable storage
5. All LI administration exchanges and all LI outputs (X2/X3 or HI2/3 – the real time captured LI traffic output feeds) must be encrypted between the core of the LI VM code and external LI domain peer node.

6. Encrypted connections may require packet stuffing or other techniques similar to those used in UICCs to prevent event detection within the VM environment.

7. Where multiple LI VMs exist in a single physical VM hardware box, the VMs may share an external connector but each LI VM shall be presented as a separate IP address and / or set of port numbers.

2.3 Redundancy:

In the current NFV specifications there are two logical, overlapping redundancy models.
2.3.1 Fixed number of redundant logical entities;

In this scenario, there are a fixed number of known logical entities which are “geographically” distributed for load balancing and redundancy. For a given user, all traffic would pass through a specific set of logical VMs at a specific instance in time. The VMs may grow or shrink and can move between VM hardware arrays but there is always a set number and the names are fixed (IP addresses may well change as VMs move around etc).

This generates the following set of requirements which need to be met.

1. LI administration system needs to be able to dynamically pair to VMs which move IP address or physical end point without any lag. 

2. LI administration system needs to understand node sizing and locations for correlation and traffic scaling reasons.

3. It may be necessary to record the instantaneous configurations of the VMs within the hardware environment for Data Retention, Cyber or life at risk purposes (similar to knowing where a physical cell site was at a given point in time).

4. It may be necessary for the LI system to understand which VM is currently serving a given user’s traffic.

2.3.2 Variable number of redundant entities;

Here all the issues of the fixed scenario apply but additionally the number of logical node instances can vary. If a given VM SGSN gets too busy an extra one will come into being dynamically, for a variable period and then disappear again. This is very challenging for LI as normally the LI admin system communicates with known trusted end points.

This generates the following set of requirements which need to be met.

1. A mechanism is required for the admin system to discover changes in entity numbers and pair with LI VMs associated with them.

2.4 Security domain & Protection:

The following general security issues need to be considered;

1. The LI VMs need to exist in a separate security domain.

2. The VM hypervisor administration shall be able to enable the LI functionality but once paired to an external LI administration system it shall not be possible to disable it again without authorisation by the LI administration system.

3. All VMs in the array shall use code signing integrity protection to prevent unauthorised and/or undetected VM module code changes. The LI administration system shall be able to dual sign the LI VMs and check the signatures.

4. Each LI VM shall be pairable using separate security keys.

5. All events performed by the LI VMs shall generate logged events which can be read by the LI administration system (prevents changes to VMs outside of audit times). Log events which result from events occurring within the LI VMs shall only be visible to the LI administration system and not the hypervisor or other VMs / administrators.
6. The totality of the LI operation must take place within the physical jurisdiction of the Law Enforcement Agency issuing the request. 
3. Conclusions

This contribution covers the major issues which need to be addressed for NFV to be made fully compatible with current national LI requirements. 
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