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*******************   Start of change 1  *************************

Introduction

Quantum computing poses a long-term threat to information security. This may apply to some of the current protection measures in 5G systems. These threats are studied in the present document so as to ensure that 5G systems remain secure also in the future.

The threats will impact symmetric and asymmetric cryptographic algorithms in different ways. The present document focuses on symmetric cryptographic algorithms. In particular, it focuses on the implications of introducing 256 bit cryptographic keys and algorithms. 

The study allows informed decisions on why, when, where, and how symmetric cryptographic algorithms used in 3GPP systems could be strengthened to counter the identified threats. 

WHY: Commercial applications (e.g., critical infrastructure, financial, medical, and pharmaceutical) and government organizations may need enhanced protection for confidential information. 

WHEN: This study establishes a timeline for the introduction of enhanced protection measures. It is currently not clear when, e.g., quantum computers may pose a realistic threat. The timeline may take into account the following factors: 

-
the number of years that data that are sent protected in 5G (over the various interfaces) need to remain secure;

-
the number of years it will take to introduce 256-bit keys in the 5G system (standardization and deployment);

-
the number of years it takes to decrypt data protected with 128-bit keys, taking into account technological progress.

The study should also seek to align the security levels and timelines for introducing new asymmetric cryptographic algorithms with those for symmetric cryptographic algorithms in 5G. The reason is that the 5G system also makes use of asymmetric cryptographic algorithms, e.g. in network domain security, in untrusted non-3GPP access, and in 5G identity privacy, and it does not make sense to have different security levels for different types of algorithms in the same release of a 5G system. 

WHERE: Not all parts of the 5G system may be affected in the same way. The study should therefore investigate the impacts on UE, gNB, and core network entities separately. As an example, the study may investigate whether encryption between the UE and a gNB in an operator network (where the cleartext is available to the operator in the gNB) and encryption between the UE and a core network entity in a slice are affected by the requirements in the same way. 

HOW: The focus of this proposed new work will include, but will not be limited to, supporting 256-bit keys and algorithms, bolstering integrity protection by increasing the size of MAC-I in 5G networks, key derivation, AKA key generation, key distribution, key refresh, negotiation of the key size, and processing of confidential CP/UP/MP information.
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5.1
Predicted timescales and resources for quantum computing

It is unclear when a quantum computer that threatens cryptography will become available. However, [7] cites an estimate that a quantum computer capable of breaking 2048-bit RSA may be built by 2030 for a cost of one billion US dollars. At the First Post Quantum Cryptography (PQC) Standardization Conference in 2018, NIST [28] cited another estimate that there is a 1 in 7 chance that some fundamental public-key cryptography will be broken using a quantum computer by 2026, and a 1 in 2 chance of the same by 2031. It is likely that the cost of building a quantum computer will fall rapidly in the years following this. The efficacy of a quantum computer is inherently connected to its fault-tolerance and the requirement for quantum error correcting codes. The estimated number of physical qubits per logical qubit varies by several orders of magnitude (10 - 104) between different types of physical qubits. It is worth noting that for one type, current estimates for one logical qubit are 3600 physical qubits for quantum error correction [10]. Furthermore [8] describes improving fault tolerance in a scalable architecture as "a potential show stopper for the entire effort". 

NIST's submission requirements, [29], also discuss expected circuit depth restrictions in assessing quantum attacks. Their estimates for the expected number of quantum gate operations that can be done serially in one year is 240, based on predicted developments in quantum computers.

Two research papers, [9], Table 2 and [13], have estimated the quantum resource needed to break ECC and RSA algorithms based on Shor's algorithm under certain assumptions. They estimate that for current asymmetric cryptographic algorithms 212 logical qubits are required, and 240 and 250 quantum gates with a comparable depth. This implies that commonly used asymmetric cryptographic algorithms are at risk when a quantum computer with 223 physical qubits can be built.

Grassl et al. analysed the quantum resources required to carry out an exhaustive key search for the Advanced Encryption Standard (AES) by using Grover's algorithm, [11]. The paper suggests that a similar number of logical/physical qubits will be required to attack one AES key, but the number of gates required is significantly higher with a total of 286, of depth 281, for AES-128, rising to 2151, depth 2145, for AES-256. 

The report [12] states that it is conceivable that a 220 physical qubit system will be available in 10 years, though it does not give an estimate of the cost. If so, a large-scale quantum computer with sufficient qubits for some cryptographic problems could be built in 10-20 years, which is within the lifecycle of 5G systems and would compromise its asymmetric cryptography. However, [11] also notes that with their estimate of the large circuit depth required to implement Grover's algorithm, "it seems challenging to implement this algorithm on an actual physical quantum computer". This is a conclusion shared by the call for proposals for the NIST PQC standardization [29].

***************************    end of change 3    *************************
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6.1.1
Introduction

In clause 6.1, the assumption is made that an attacker has access to a quantum computer with an implementation of Shor's algorithm for integer factorisation and/or the discrete log problem. The threats to cryptographic protocols and algorithms are considered in isolation, with no mitigating factors discussed. Certain attacks rely on the attacker having access to a network. The difficulty and likelihood of these attacks are not addressed in the present document.

***************************    end of change 4    *************************
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6.1.3
NDS/IP for non-service based interfaces

Interfaces based on DIAMETER or GTP are protected using NDS/IP as specified in TS 33.210 [15]. When confidentiality protection is required, IKEv2 is used to establish a shared secret. The cryptographic algorithm for this is Diffie-Hellman. Whenever IKEv2 certificate based authentication is used an attacker with appropriate access could sign communications in the same way as described for TLS in clause 6.1.2.

***************************    end of change 5    *************************
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6.1.5
OAuth in SBA

In SBA the OAuth 2.0 framework is used for Network Function authorization. The observations on TLS in clause 6.1.2 apply to the OAuth framework, as credentials and access tokens should be sent between entities under TLS.

In addition, there may be other uses of cryptography, for example if the system uses self-encoded access tokens created using JSON Web Tokens [23], which use JSON Web Signatures. If these were broken, an attacker with appropriate access could request resources from a compromised network node that that node should not be authorized to consume.

***************************    end of change 6    *************************
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6.1.8
EAP TLS

Private networks using the 5G system may use EAP TLS for authentication and key agreement, as specified in Annex B of [16]. EAP TLS uses public key algorithms for key agreement. An attacker could decrypt communications sent under keys derived from the calculated pre master secret and non-confidential values such as the client and server random. With appropriate access they could also perform injection attacks as described for TLS in clause 6.1.2.

***************************    end of change 7    *************************
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6.2.1
Introduction

In clause 6.2 the assumption is made that an attacker has access to a quantum computer with an implementation of Grover's algorithm. The threats to cryptographic protocols and algorithms are considered in isolation, with no mitigating factors discussed. Certain attacks rely on the attacker having access to a network. The difficulty and likelihood of these attacks are not addressed in the present document.

The asymmetric methods discussed in clause 6.1 are often used to establish a key for a symmetric cipher. Clause 6.2 includes cases where symmetric algorithms are used with pre-shared keys, i.e. the cases which are not broken if the asymmetric key establishment or encapsulation process falls to Shor's algorithm.

***************************    end of change 8    *************************
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6.2.4
OTA mechanism

OTA mechanism relies on secured packet structure defined in 3GPP TS 33.115 [36], or Secure Channel Protocols (SCP '80' or SCP '81') to secure communication between a UICC and an OTA server thanks to symmetric cryptography. 

Secured packet and SCP '80'
Secured packet and SCP '80' use security mechanism specified in ETSI TS 102 225 [37] and ETSI TS 102 226 [40]. The keys involved to secure communication are KIc and KID. The key lengths depend on the algorithms being used and are defined as being: 

-
128 bits for two key 3DES

-
192 bits for three key 3DES, 

-
128 bits, 192 bits or 256 bits for AES.

The choice of secured packet or SCP '80' with AES 256-bit key enables OTA mechanism to resist to an attacker with a quantum computer.
SCP '81'
Secure Channel Protocol '81' is specified in Amendment B of Global Platform Card Specification [41], which is based on PSK TLS and defines PSK TLS key set consisting of two kinds of keys: a PSK TLS key and a DEK (decryption/encryption) key. The list of cipher suites for SCP '81' is the following:

-
TLS_PSK_WITH_3DES_EDE_CBC_SHA 

-
TLS_PSK_WITH_AES_128_CBC_SHA 

-
TLS_PSK_WITH_AES_128_CBC_SHA256 

-
TLS_PSK_WITH_NULL_SHA 

-
TLS_PSK_WITH_NULL_SHA256 

If these algorithms were broken by a quantum computer an attacker could recover the relevant key and possibly decrypt/modify data sent over the PSK TLS-based secure channel. 

The DEK key may be used to decrypt or encrypt sensitive data in addition to PSK TLS. Consequently, in scenarios using the DEK key to protect sensitive data, the DEK key could protect against an attacker with a quantum computer. 

6.3
Impacted use of hash functions

6.3.1
Introduction

In 6.3 the same assumptions are made as in clause 6.2.

6.3.2
Key derivation function

There are two kinds of key derivation functions deployed in the 5G system. One is generic key derivation function (GKDF) defined in TS 33.220 [34], which is used for all key derivations in 5GC as shown in figure 6.2.2-1 and figure 6.2.2-2 in TS 33.501[16]. The other one is the HMAC-based Extract-and-Expand Key Derivation Function (HKDF) specified in RFC 5869 [35], which has been applied to IKEv2, TLS 1.2, TLS 1.3, N32-f, and EAP-AKA' for the key derivation. 

The base of GKDF and HKDF is the keyed hash function HMAC-SHA-256.

***************************    end of change 9    *************************
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7.1.1
The attacks and their cost

When a block cipher is used in counter mode, reuse of the same counter block can in some cases compromise the confidentiality of the system. Three potential attacks are identified.

Attack 1: If the same counter block is used twice with the same key, then there is an immediate and serious loss of security. This means that two different plaintext segments are encrypted by XORing with the same keystream block, and hence the attacker can recover the XOR of the two plaintext segments. Depending on the plaintext, this may be enough to recover both plaintext segments in their entirety.

Attack 2: A computationally efficient attack is also possible if the same predictable counter block is likely to be used by many different users with different keys. (A simple example of this would be if the first counter block used with a newly computed key is always the zero block.) It may then be worthwhile for the attacker to precompute a large rainbow table, based on the mapping from a variable key and that fixed counter value to a variable keystream block. Whenever a known plaintext block is encrypted with that fixed counter value, the attacker can then use the rainbow table to look up the keystream block and (if successful) recover the key. The probability of success on each occasion depends on the number of keys covered by the rainbow table. Building the table may be computationally demanding, but only has to be done once; the time taken for an individual attack instance can then be much lower. (Note: rainbow tables are not the only possible construction for these look-up tables, but they are typically the most efficient.)

Attack 3: Finally, a multi-target attack is possible if known plaintext is encrypted with the same counter block by many different keys, and if the attacker can collect 2k of these cipher blocks, and thus 2k blocks of keystream, then the attacker would expect to perform 2n-k trial encryptions of the counter block to find one match with high probability. Note that the blocks may come from different users, and there is no control over which key is recovered.

Attack 1 does not involve any kind of key search, and has very low computational complexity. For attacks 2 and 3, it is not clear that there is any impact of quantum computing through Grover's algorithm which is usually phrased in terms of finding as single input to a function that gives one specific output. However, classical computing may reach zetta-scale power by 2030 if Moore's law continues to hold. That means, it is plausible to expect that the most powerful supercomputer in 2030-40, will be able to perform 270 FLOPS. A cryptographically significant computation is not equivalent to one floating-point operation (say on a Xeon), so this may equate to fewer cryptographic operations per second per super computer, perhaps around 264. Thus, for instance, Attack 3 with n=128 and k=32 may take hundreds, if not thousands, of years. For reference, over the previous 20 years, the leading super-computers of the day cost between 100 and 400 million dollars.

***************************    end of change 10    *************************
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7.1.3
Mitigations

The counter block construction described in the previous clause means that counter blocks will indeed be quite predictable and repetitive. This makes both of Attacks 2 and 3 potentially applicable in theory. In practice, a key length of 128 bits means that both attacks are still very computationally intensive, but they are nevertheless more efficient than a straightforward exhaustive key search.

If the risks are deemed sufficient, a simple mitigation for this threat is to include some random data in part of the counter block to ensure that the counter block is sufficiently unlikely to repeat across large numbers of different users. Alternatively, the key size could be made longer to render the attack impractical, though the attack still implies that the security is affected, and thus to maximise the security of the system, it could be advisable to randomise the IV regardless of the key size.

In the simple solution case, for NEA1/2/3 the 26 bits of 0-padding could be replaced with a random value. For more security, some of the 64-bit counter could be given over to a random field. The random value need only change when the encryption key changes. It needs to be established if this is sufficient, how many bits should be randomised, and if it introduces any further issues. 

Sharing random bits consumes bandwidth; if it is preferable to avoid this, it may instead be possible to use some bits that would be known to both parties, but that would vary between instances. Some bits from a temporary subscriber identifier might be suitable, for instance – but the options would depend on the particular link being encrypted. 

Many recent security protocols such as TLS 1.3, DTLS 1.3, SRTP, Encrypted Content-Encoding for HTTP, and OSCORE use the unpredictable IV/Nonce Format described in Section 4.4 of [31]. For the 3GPP radio algorithms, a 128-bit randomizer could be used, which would be exclusive-ored (XOR) with the same counter block (COUNT, BEARER, DIRECTION, 0-padding, COUNTER) as the current 3GPP NEA algorithms. This simple solution allows a maximum number of bits to be randomized. In addition, the randomizer can be derived from the same shared secret as the key and kept secret in a similar way as (D)TLS 1.3 and OSCORE, which further strengthens the security, see [30].

***************************    end of change 11    *************************
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10.1 
Overview of existing GSMA/3GPP symmetric algorithms

This clause lists and analyses the existing symmetric GSMA/3GPP algorithms for authentication, AKA key generation, encryption and integrity.

10.1.1
Algorithms for authentication and AKA key generation

Table 10.1.1-1lists the GSMA and 3GPP algorithms for authentication and AKA key generation. Legacy algorithms with keys smaller than 128 bits are no longer recommended and should be phased out due to their short key length.
Table 10.1.1-1: Algorithms for authentication and AKA key generation
	Cipher
	Proprietary
	Proprietary
	Proprietary
	AES
	Keccak

	Input Key Size
	128
	128
	128
	128
	128, 256

	Output Key Size
	54
	54
	64
	128
	128, 256

	RES Size
	32
	32
	32
	64
	32,64,128,256

	Name
	COMP-128-1
	COMP-128-2
	COMP-128-3
	MILENAGE
	TUAK



3GPP systems has normally specified two cryptographically strong algorithms for each functionality. Together with algorithm negotiation, this means that the 3GPP systems are strong even if a weakness is found in one of the two algorithms. For AKA key generation with 256-bit keys, as well as RES sizes larger than 64 bits, only one algorithm is currently specified (TUAK based on the Keccak sponge function also used in SHA-3).

To follow the principle of having two parallel algorithms (which has served cellular systems well), GSMA/3GPP need to standardize a second AKA key generation algorithm for 256-bit keys and longer RES. One possible option being MILENAGE extended with AES-256 in addition to AES-128. 

10.1.2
Algorithms for encryption and integrity

Table 10.1.2-1 lists the GSMA and 3GPP algorithms for encryption and integrity. Legacy algorithms with keys smaller than 128 bits are no longer recommended and should be phased out due to their short key length. 
Table 10.1.2-1: Algorithms for encryption and integrity
	Cipher
	Proprietary
	Proprietary
	KASUMI
	KASUMI
	KASUMI
	SNOW 3G
	SNOW 3G
	AES
	AES
	ZUC
	ZUC

	Key Size
	64
	64
	64
	128
	128
	128
	128
	128
	128
	128
	128

	Mode
	XOR
	XOR
	f8-mode
	f8-mode
	CBC-MAC
	XOR
	CW-MAC1
	CTR
	CMAC
	XOR
	CW-MAC2

	Type
	ENC
	ENC
	ENC
	ENC
	INT
	ENC
	INT
	ENC
	INT
	ENC
	INT

	MAC Size
	-
	-
	-
	-
	32
	-
	32
	-
	32
	-
	32

	GSM
	A5/1
	A5/2
	A5/3
	A5/4
	
	
	
	
	
	
	

	GPRS
	GEA1
	GEA2
	GEA3
	GEA4
	GIA4
	GEA5
	GIA5
	
	
	
	

	UMTS
	
	
	
	UEA1
	UIA1
	UEA2
	UIA2
	
	
	
	

	LTE
	
	
	
	
	
	128-EEA1
	128-EIA1
	128-EEA2
	128-EIA2
	128-EEA3
	128-EIA3

	NR
	
	
	
	
	
	128-NEA1
	128-NIA1
	128-NEA2
	128-NIA2
	128-NEA3
	128-NIA3



All existing integrity algorithms uses a MAC length of 32 bits. In addition to the algorithms listed in Figure 10.1.2-1, the terms A5/0, GEA0, UEA0, UIA0, EEA0, EIA0, NEA0, NIA0 are used as different names for the NULL algorithm.
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13.2.1
MILENAGE

MILENAGE is built around AES. The same observations apply as in clause 13.1.1. It should be reasonably straightforward to create a 256-bit version of MILENAGE (although some slight construction changes would be needed to produce 256-bit output values).

***************************    end of change 13    *************************
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15
Conclusions

While timelines for quantum computing are difficult to estimate, it is possible that a cryptographically relevant quantum computer will be developed within the lifetime in the 5G system. Any such computer is likely to terminally undermine the security of all asymmetric algorithms in common use today. The effect of a quantum computer on symmetric algorithms is more difficult to assess, but the existence of a quantum computer will change the applicable security model.

The majority of asymmetric algorithms in use in the 5G system are used as part of a non-3GPP protocol. For example, IPsec and TLS are used widely, while JWS is used in N32 Application Layer Security. The present document recommends that the 3GPP profiles for these protocols, defined in [15], are updated to include support for quantum-safe algorithms once these are available.

All mandatory non-null SUPI encryption profiles rely on the security of elliptic curve cryptography, which is broken by Shor's algorithm. Therefore, to protect SUPI from an attacker with a quantum computer a new profile will be required. Currently there are no recommended quantum safe algorithms to replace existing asymmetric key agreement and key encapsulation mechanisms. Recommendations from NIST are expected between 2022 and 2024. Despite this, the 5G system needs to be prepared to transition to quantum safe algorithms. It is not yet clear what classes of algorithm will be favoured by NIST and as such it is difficult to predict what key sizes and ciphertext sizes the system will be required to support. However, these could be hundreds of thousands or even millions of bytes. Therefore, it is recommended that wherever the SUCI is included in a message, the field is suitably sized.

Where new security features are introduced into the 5G system, it can be assumed that any asymmetric cryptography will be required to transition to quantum safe algorithms at some point in the future. These security features should be assessed to ensure that the large key and cipher text sizes do not introduce performance issues and should be designed to be extensible to new algorithms in a bid down protected manner.

It should be noted that in many cases it is already possible to apply 256 bits of classical security to 5G User Plane traffic. In particular, 256-bit block ciphers can be used in IPsec and HTTPS traffic that is carried over the RAN. In addition, the 5GC and 5GRAN are already required to support the transport of 256-bit keys and a 256-bit long term key can be used as input to TUAK.

Since the practical impact of Grover's algorithm is not yet well understood the post-quantum security of symmetric algorithms is difficult to evaluate at this time. However, based on current estimates for the requirements to implement Grover's algorithm, the present document has concluded that there is no immediate need to transition to 256-bit key lengths. 

Despite the above conclusion, the 5G system may be required to support 256-bit algorithms in future releases. As the evaluation of new algorithms takes time, it is proposed that this work should start now.

***************************    end of change 14    *************************



