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1
Decision/action requested

It is proposed to approve a discussion questions raised by R2-1707501.
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Rationale

3.1 Introduction

This contribution proposes the discussion on the DRB integrity protection check failure raised by R2’s LS--- R2-1707501[1].

3.2  Analysis on the LS

According to R2-1707501[1], RAN2 WG states that “IP check is performed at PDCP, and therefore the RAN2 preference is that in the case of a split bearer, the network and UE do not need to determine on which leg the IP check failure originated from. RAN2 also would like to point out that IP check failure might also occur in case of HFN desync”.
In addition, from security perspective, IP check failure may be caused by an attacker who has no correct UE security key. 

Thus, IP check failure might occur in case that there is an attacker, or there is no attacker but desync happens. 

Observation 1: In case of a split bearer, RAN2 WG is trying to make UE unware of the source of IP check failure which may be triggered by an attack or HFN de- synchronization.

R2-1707501[1] also asks “What should be the network and UE behaviour on DRB IP check failure? RAN2 discussed that options at least include discarding of the packet, triggering some kind of failure handling (e.g RLF or SCG failure) or something between these extremes, e.g. sending an indication to network of failed DRB IP check failure.”. 

Observation 2: RAN2 WG is trying to standardize the network and UE behaviour on DRB IP check failure, and three options are listed: (1) discard the packet, (2) trigger failure handling, (3) UE sends an indication to inform network of failed DRB IP check failure.
For option 1, UE just discards the packet when DRB IP check fails, which benefits for attack scenario, UE will ignore all the fake packets sent by an attacker. However, UE could not handle the HFN de-synchronization case, which may lead UE de-synchronization for a long time, making UE unavailable to gNB.
Observation 3: For option1, discarding the packet with DRB IP check failure may lead UE unavailable to gNB. 
In LTE, UE may trigger the RRC Re-establishment procedure upon SRB IP check failure. So, the option 2 may reuse the method to handle DRB IP check failure. However, there are some differences, for DRB IP check failure, there is something wrong happened on only one DRB (e.g. attack, de-synchronization), but the RRC Re-establishment may refresh all the DRBs, which is inefficient.
Moreover, there is a security risk that an attacker acts as the serving gNB to send the PDCCH and PDSCH, which may be very easy to impose continuous “endless re-establishment” denial of service (DoS attack) to one specific UE by just sending fake packet with wrong PDCP MAC to the UE, the UE will perform re-establishment procedure forever.
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Figure 1. Security attack using fake RRC messages
From the perspective of security, the attacker is not needed to launch a man-in-middle attack, and just needs to send the fake packet with wrong PDCP MAC to UE. So the attack is much more serious than jamming, because it just aims to attack one single and specific UE and is difficult to be found by the network. Thus, UE initial a RRC connection re-establishment for IP check failure is not secure.
According to the analysis above, the security risk may exist both in SRB IP check failure case and DRB IP check failure case, because it assumes that the method to handle DRB IP check failure reuses SRB IP check failure. So, the security risk scenario shall be informed to RAN2 WG to take the two cases into consideration, rather than just DRB IP check failure case.
Observation 4: For option2, triggering a failure handling is inefficient, and may suffer an “endless re-establishment” DoS attack when an attacker acts as the serving gNB to send the PDCCH and PDSCH with wrong PDCP MAC to UE. In addition, the security risk in figure 1 may exist both in SRB IP check failure case and DRB IP check failure case, which shall be informed to RAN2 WG.
For option 3, upon receiving the packet with wrong PDCP MAC, the UE may send an indication to inform network of failed DRB IP check failure. The indication may include the parameters that help network to know the failure reason, e.g. DRB identifier, UE PDCP COUNT, like Counter Check, so that the network could know whether it is attack case or HFN de- synchronization case.
When the network knows the reason why receiving a packet with wrong PDCP MAC, the network could trigger different actions to handle the DRB IP check failure case. For example, inform UE to discard the packet in the attack case, or reconfigure specific DRB in the de-sync case. 
Observation 5: For option 3, UE sends an indication (e.g. DRB identifier, UE PDCP COUNT, etc.) to inform network of failed DRB IP check failure, which could be helpful for the network to know the DRB IP check failure reason, and the network could trigger different actions for different cases.
Proposal 1: Inform RAN2 WG the observations from 3 to 5, and SA3 prefers the option 3.
R2-1707501[1] also asks “Shall the behaviour in Q2.1 relate only to DRB with detected DRB IP check failure or to all DRBs?”.
For option 1, the UE could discard the packet, thus its granularity is per-packet, which is related to single DRB. For option 2, the UE could initial an RRC Connection Re-establishment procedure, when the UE re-establishes RRC connection, all the DRBs may be also refreshed. For option 3, the UE could inform the network per-DRB with DRB identifier in the indication, and the network could also reconfigure a single DRB according to the indication.
Proposal 2: Inform RAN2 WG that for behaviours in Q2.1, option 1 and option 3 are related to DRB with detected DRB IP check failure. Option 2 is related to all DRBs.  

R2-1707501[1] also asks “Are there any differences in behaviour for the case that the DRB is anchored in MN or SN?”.

UE could always indicate the MN for DRB IP check failure including DRB identifier, and MN would know whether there is a DRB IP check failure in MN or SN according to the DRB identifier. Thus, UE does not need to determine on which leg the IP check failure originated from, and there is no difference in behaviour for the case that the DRB is anchored in MN or SN.
Proposal 3: Inform RAN2 WG that UE does not need to determine on which leg the IP check failure originated from, and there is no difference in behaviour for the case that the DRB is anchored in MN or SN, if UE sends an indication including DRB identifier to inform network of failed DRB IP check failure.
3.4 Conclusion

The following observatios have been made:

Observation 1: In case of a split bearer, RAN2 WG is trying to make UE unware of the source of IP check failure which may be triggered by an attack or HFN de- synchronization.

Observation 2: RAN2 WG is trying to standardize the network and UE behaviour on DRB IP check failure, and three options are listed: (1) discard the packet, (2) trigger failure handling, (3) UE sends an indication to inform network of failed DRB IP check failure.
Observation 3: For option1, discarding the packet with DRB IP check failure may lead UE unavailable to gNB.

Observation 4: For option2, initial a failure handling is inefficient, and may be suffer an “endless re-establishment” DoS attack when an attacker acts as the serving gNB to send the PDCCH and PDSCH with wrong PDCP MAC to UE. In addition, the security risk in figure 1 may exist both in SRB IP check failure case and DRB IP check failure case, which shall be informed to RAN2 WG.
Observation 5: For option 3, UE sends an indication (e.g. DRB identifier, UE PDCP COUNT, etc.) to inform network of failed DRB IP check failure, which could be helpful for the network to know the DRB IP check failure reason, and the network could trigger different actions for different cases.
The folowing proposals are identified:
Proposal 1: Inform RAN2 WG the observations from 3 to 5, and SA3 prefers the option 3.
Proposal 2: Inform RAN2 WG that for behaviours in Q2.1, option 1 and option 3 are related to DRB with detected DRB IP check failure. Option 2 is related to all DRBs.

Proposal 3: Inform RAN2 WG that UE does not need to determine on which leg the IP check failure originated from, and there is no difference in behaviour for the case that the DRB is anchored in MN or SN, if UE sends an indication including DRB identifier to inform network of failed DRB IP check failure.
4
Detailed proposal
SA3 is kindly requested to take into account the proposals in clause 3.4 when drafting replied LS.
3GPP


gNB
Attacker
RRC re-establishment procedure
Fake packet with wrong PDCP MAC
UE
Connected state
DRB integrity check failure
Fake packet with wrong PDCP MAC
RRC re-establishment procedure
DRB integrity check failure

Endless re-establishment

...
Send one fake packet once the UE completes the re-establishment



