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Abstract of the contribution: This contribution proposes the content of the privacy identification process for Annex F.
1 Introduction 
This contribution proposes to discuss and add the content of  privacy identification process for Annex F.
We kindly propose SA3 to agree the following pCR.
2 Proposals
Annex F: Privacy guidelines for writing 3GPP TRs and TSs 

F.4
Privacy identification process

Editor’s Note: This section should help to identify if a specification/study under development has any privacy concern referring to the sections above (threats and mitigation techniques).

F4.1 
General description

This section describes the basic process to identify the need to take action in 3GPP to protect personal data.
(1) Scope of Personal Identifiable Information Handling
In order to make explicit scope of personal identifiable information protection, it needs to consider following:
· What are the possible personal data of the system/protocol that can be identified?
· Will the specification process personal data, including personal identifiers?
· Will the specification generate personal data e.g. location information?
(2) Role of Privacy Handling Entities
· Define roles for personal data action (e.g. communication initiator, intermediary, attacker) for the whole period of the communication session;
· Identify the association for each communication role e.g. operator personal, external, etc. 

· Identify trust boundaries.
(3) Actions of Personal Identifiable Information processing
3-1) Collection and Using of Personal Identifiable Information
In general, it is assumed that technical specifications are specified in a way such that only necessary data are processed, stored and collected to fulfil the functional purpose e.g. providing a certain service to the user. If all those questions below are answered with no, then the specification is unlikely to have impacts on the personal information privacy.
Which personal data collection aspects can be identified? I.e.:

·  who (related to privacy role) is collecting and using personal data?
·  why is personal data used  (purpose)?
·  what personal data is being shared, with whom and for what purposes?

· Will the specification/protocol be deployed in nodes, where personal data is available?

If yes, then could the node maliciously aggregate personal data?

· Will the specification and the data, that the specification processes and generates, be used across trust boundaries?

· Is there user consent present for transferring data across trust boundaries?
3-2）Storage of Personal data
· Define the needed security level for the storage of personal data 
· Define the required access control for accessing the personal data.
3-3) Delete of Personal Identifiable Information
· Define the way and pre-conditions for personal data to be deleted. The expected lifetime of personal data need to be taken into account when designing the protocol that uses these personal data. This also enables better usage of storage resources.
(4) Threat and Requirement Identification 
4-1) Threat analysis:
Analyze and list the potential threat for the personal data identified in the SCOPE IDENTIFICATION section.
4-2) Privacy requirement: 
According to the threat analysis, and also refer to the local regulations, analyse and list the privacy protection requirements.
(5) Technology Scheme Choice
Identify the principles and details of personal data life time, which covers collection, use, storage, delete etc..
Choose privacy mitigation technology (e.g. anonymity, using temporary identity, access control, additional signal procedure, encryption procedure) to satisfy the privacy protection requirements.


F 4.2 Implementation
This part gives examples for the privacy identification process implementation.

SCOPE IDENTIFICATION
· Personal data name: list each potential personal data class in the system/application; 
· Personal data categories:

NOTE: Not all of these categories are in scope of 3GPP. 

C1: Personal contact information (e.g. name, address, email, phone number etc.)

C2: Personal Identities information (e.g. user ID, group ID, Social Security Number, Passport Number, Identity Card Number etc.)

C3: User Equipment information (e.g. IMSI, IMEI, MSISDN etc.)

C4: User Communication data (e.g. content of user voice calls, data session, fax, SMS, voice mail, video, visited websites etc.)

C5: Location information (e.g. user GPS coordinates, Cell ID, WLAN AP MAC etc.)

C6: Financial information (e.g. user credit card number, bank accounts etc.)

C7: Personal sensitive information (e.g. race, religion preference, sexual orientation, health information, criminal records etc.)
C8: Personal biological characteristics (e.g. fingerprint, Iris, facial features etc.)
NOTE: There are also data which are not personal data in themselves, but could be combined with other data to become personal data.

· Relevant network elements: describe the relevant network element that personal data may involve; 
· Network elements: 

UE

RAN & Backbone

Core network & OMA

Application server: e.g. GCSE AS, MTC AS
· Relevant roles: describe the possible roles that personal data may involve, first list the entities and then mapping them to the relevant roles;
· Entities:
Subscriber

Operator 
Requested service
Service provider
· Roles:

Data subject
Data controller
Data processor
Relevant operations: describe the operations between relevant roles;

· Operations:

Request

Submit

Customized setting

Transmit

Storage 

Access

Second hand use

Share

Delete
THREAT AND REQUIREMENT IDENTIFICATION
· Threat analysis: analyse and list the potential threat for the personal data identified in the SCOPE IDENTIFICATION section, the threats can refer to the section of F.2.
Example table: Threats analysis
	Personal data
	Relevant network element
	Relevant roles
	Operations
	Threats 

	List the personal data involved in the system/protocol design

Refer to scope identification
	List the relevant network that may use/storage etc. personal data

Refer to scope identification
	List the relevant roles that may do the operation of personal data

Refer to scope identification
	List the relevant operations of the persona data during the system/protocol implement
Refer to scope identification
	Analyse and list the potential threats of the personal data
Refer to F2 THREATS section 

	….
	….
	….
	….
	….


· Privacy requirement: according to the threat analysis, and also refer to the local regulations, analyse and list the privacy protection requirements;
Example table: Requirements analysis

	Personal data
	Relevant network element
	Relevant roles
	Operations
	Requirements 

	List the personal data involved in the system/protocol design

Refer to scope identification
	List the relevant network that may use/storage etc. personal data

Refer to scope identification
	List the relevant roles that may do the operation of personal data

Refer to scope identification
	List the relevant operations of the persona data during the system/protocol implement

Refer to scope identification
	Analyse and list the requirements of the personal data protection
Refer to Fx. PROTECTION REQUIREMENTS section 

	….
	….
	....
	….
	….


TECHNOLOGY SCHEME CHOICE

· According to the threats and requirements analysis of personal data protection, firstly identify the principles and details of personal data life time, which covers collection, use, storage, delete etc., and then choose privacy mitigation technology (e.g. anonymity, using temporary identity, access control, additional signal procedure, encryption procedure) to satisfy the privacy protection requirements.
· Example table: technology scheme choice

	Personal data
	Threats
	Requirements
	Mitigation technology

	List the personal data involved in the system/protocol design
	Use a symbol (“√”) to denotes the technology in “mitigation technology” column can mitigate this threat
	Use a symbol ( “√” ) to denotes the technology in “mitigation technology column” can satisfy this requirement
	According to the threats and requirements, analyse and list the mitigation technology to protect the data in the “ personal data” column
Refer to section F.3 MITEGATION THREAT section

	….
	....
	….
	….


