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Abstract of the contribution: The present pCR proposes the addition of background information to the draft TR FS_ BEST_MTC_Sec.
The present document proposes the addition of background information to the draft TR for FS_ BEST_MTC_Sec.
It is proposed to add the following in the TR:
******************* Start of addition *************************
V
Background and Key Objectives
V.1 Objectives for the Study

As declared in the Study Item Description, the aim for this Technical Report is to investigate solutions to provide battery efficient security between the “device and enterprise” and between the “device and HPLMN”. Also, the objectives for the report are follow:

a) Investigate whether battery efficient ‘device to enterprise’ mechanisms to provide sufficient security exist.

b) Investigate potential enhancements to 3GPP’s security architecture(s) that enable the Home Operator to be able to offer well guaranteed security to enterprises e.g. to provide security between the UE and a node in the home operator domain. 

c) Both S1 and Gb based architectures should be considered when undertaking b, above.

V.5 Architectural Assumptions

Based on the answers from GERAN in S3-151219 (GPC150120), the following should be taken into account:

- Security aspects need to be investigated to be compatible with both Gb and S1 architectures. 

- “Gb architecture” implies a system architecture described in TS 23.060 that uses the protocols defined in e.g.3GPP TSs 24.008, 48.018, 44.064 and 44.065. It implies the use of a USIM application.

- “S1 architecture” implies implies a system architecture described in TS 23.401 that uses the protocols defined in e.g. 3GPP TSs 24.301 and 36.413. It implies the use of a USIM application.

- Roaming is supported

- The UE will roam in countries where encryption is allowed and where encryption is not used

- Inter-RAT mobility is not supported

- Subscriptions used to access cellular IoT (CIoT) are not expected to be used for other 3GPP RATs and subscriptions used for other 3GPP RATs are not expected to be used to access CIoT

V.2 Clarification of “Device to Enterprise security” term

 “Device to Enterprise” security refers to a broader scope which could be made from the following, non-exhaustive, combinations:

- “end-to-end” security between the Enterprise and the MTC device

- “end-to-end” security between the Enterprise and the HPLMN, then “end-to-end” security between the HPLMN and the MTC device.

- “end-to-end” security between the Enterprise and the HPLMN, then “end-to-end” security between the HPLMN and the VPLMN, then “end-to-end” security between the VPLMN and the MTC device.

The term “end-to-end” security is used here as a generic expression which refers to security protection being applied to a communication between two endpoints and wherein the communication may traverse intermediaries which are not able to perform security operations on the data being exchanged between those two endpoints.
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Figure V.2-1: High level ecosystem

V.3 “Device to enterprise” user plane protection

In clause 7 “Security procedures for secure connection” of 3GPP TS 33.187 [AddRef], GBA (see 3GPP TS 33.220 [AddRef]) and GBAPush (see 3GPP TS 33.223 [AddRef]) were selected as the preferred optional features for addressing the SA1 requirement in “Secure Connection” in clause 7.2.10 and the use case “End-to-end security for roaming MTC devices” in Annex A of 3GPP TS 22.368. 

As highlighted in the Study Item Description, “Many current MTC users implement “device to enterprise” security. It is believed that these security mechanisms incur a significant data overhead by e.g. frequent security key renegotiation, and, that this data overhead could severely impact the useful battery life of the devices being developed for the above mentioned Work/Study Items.”. 

The study intends to perform a study of those “device to enterprise” security solution and discover whether they are fit for purpose.

V.4 “Device to HPLMN” user plane protection

In that study, it is needed to “Investigate potential enhancements to 3GPP’s security architecture(s) that enable the Home Operator to be able to offer well guaranteed security to enterprises e.g. to provide security between the UE and a node in the home operator domain.”. Also it is needed to consider both Gb and S1 based archectures in this study.

In GPRS system, the user plane data is carried over the following nodes:

UE ( BSS ( SGSN ( GGSN

In EPS system the user plane data is carried over the following nodes:

UE ( eNB ( S-GW (P-GW

When a S4 SGSN is used, the user plane data is carried over the following nodes:

UE ( BSS ( SGSN ( S-GW ( P-GW

In GPRS system, the user plane data is carried in LLC frames between the UE and the SGSN. LLC frames are confidentiality protected between the UE and the SGSN (see 3GPP TS 44.064 [AddRef]).

In EPS system, the user plane data is carried in PDCP PDUs (see 3GPP TS 36.323 [AddRef]) between the UE and the eNB. PDCP PDUs may either be confidentiality protected or integrity protected between the UE and the eNB.

GTP-U (see 3GPP TS 29.281 [AddRef]) packets carry the user plane data between:

- the SGSN and the GGSN,

- the SGSN and the S-GW if S4 interface is used,

- the eNB and the S-GW,

- the S-GW and the P-GW.

In the roaming case, the user plane data is carried between the SGSN and GGSN in a GPRS system (resp. S-GW and P-GW in an EPS system) over a GRX/IPX network. The GRX/IPX network is intended to be a trusted network which interconnects several PLMN and service providers either with a direct communication link or through an third parties called GRX/IPX providers.

The user plane data is protected with key derived from GSM/UMTS AKA between the UE and the SGSN for GPRS systems, 

The user plane data is protected with keys derived from EPS AKA between the UE and the eNB for EPS systems. 

NDS/IP may be provided between the SGSN and the GGSN for GPRS systems, between the eNB and S-GW for EPS systems, or between S-GW and P-GW but it isn’t uniformely supported by every network operators e.g. it may only be used for protecting OAM traffic.
V.6 Battery usage challenges

According to the FS_IoT_LC Study Item in GP-140421, the types of the devices under study are required to last 10+ years on 5Wh battery capacity only. Consequently, reducing the power consumption for security procedures should be taken into account.
In the draft 0.0.3 meeting report from SA #67, the following was added to the report about the SID (SP-150171) and should be taken into account for the study:

“The background to this target is as follows: existing analysis in TSG GERAN (e.g. GP-150073, GP-150267) indicate that the full 5Wh battery capacity (used in the evaluation in FS_IoT_LC) could be consumed in around 11 years by a load of 200 bytes/day. Consuming more than 10% of the battery capacity for security purposes is felt to be excessive. This approximates to < 20 bytes/day. In addition, some companies in radio related Working Groups have indicated that, in poor coverage, the battery impact of transmitting data is much greater than receiving data: this is approximated by a 1:4 data rate split. This translates to a target to not go above a long term (e.g. yearly) average of 4 bytes/day on the uplink and 16 bytes/day on the downlink for security related procedures in the case of a stationary device. For a Gb based architecture, the data rate should be measured at the SAP to the SNDCP layer (TS 44.065). For an S1 based architecture it should be measured at the SAP for the PDCP layer (TS 36.323).”

The methodology for assessing the battery performance metrics of a particular RAT is described in clause 5.4 of In TR 45.820 [AddRef], in particular :

- The assumption for DL packet size for battery life analysis (above equivalent of SNDCP) is the header protocol overhead of COAP/DTLS/UDP/IP (either 29 bytes or 65 bytes) i.e. DL application ACK size of zero bytes is assumed.
- The energy consumed per day by each device is also dependent on the reporting interval. Two reporting intervals of two hours and 24 hours are used in the analysis. 
V.6.2 Cellular IoT Traffic Model

Editor’s note: Most of the text below in that clause has been copied from Annex E of TR 45.820 version 1.0.1 [AddRef] for the sake of facilitating the research of key information for the reader in that study. When the TR reaches stability, it is proposed to simply refer to Annex E of TR 45.820.

The TR 45.820 version 1.0.1[AddRef] determined the size of a packet from the following encapsulation above the SNDCP layer: COAP/UDP/DTLS/IP.

TR 45.820 version 1.0.1[AddRef] provides traffic models in Annex E. In particular, the device density per cell site sector described in clause E.1 is as follow:

Table 1.2.1.2-1: Device density assumption per cell

	Case
	Household Density per Sq km
	Inter-site Distance (ISD) (m) 
	Number of devices within a household
	Number of devices within a cell site sector

	Urban
	1517
	1732 m
	40
	52547


The clause E.2 from TR 45.820 [AddRef] defines four application traffic models for Cellular IoT: Mobile Autonomous Reporting (MAR) exception reports, MAR periodic reports, network commands, software update/reconfiguration model.

V.6.2.1 Mobile Autonomous Reporting (MAR) exception reports

MAR exception reports have an uplink application report of 20 bytes. The maximum latency to transmit a  MAR exception report is 10 seconds. A downlink acknowlegdement message of application size of zero is expected to be sent.

V.6.2.2 Mobile Autonomous Reporting (MAR) periodic reports

Table 1.2.1.2-1: MAR periodic UL reporting traffic model

	Characteristic
	

	Application payload size distribution
	Pareto distribution with shape parameter alpha = 2.5 and minimum application payload size = 20 bytes with a cut off of 200 bytes i.e. payloads higher than 200 bytes are assumed to be 200 bytes.

	Periodic inter-arrival time
	Split of inter-arrival time periodicity for MAR periodic is:  1 day (40%), 2 hours (40%), 1 hour (15%), and 30 minutes (5%)


Half of those MAR periodic reports may produce a downlink application acknowledgement message of size zero.

The size of the downlink Network Command is assumed to be 20 bytes and the distribution of the periodic inter-arrival time is the same as for MAR periodic model (Table E.2-1). The distribution of the application payload size in response to the Network Command, where applicable, is the same as application payload size distribution of MAR periodic in Table E.2-1. 
V.6.2.3 Network Commands

The size of the downlink Network Command is assumed to be 20 bytes and the distribution of the periodic inter-arrival time is the same as for MAR periodic model (Table 1.2.1.2-2). The distribution of the application payload size in response to the Network Command, where applicable, is the same as application payload size distribution of MAR periodic in Table 1.2.1.2-2. 

It is assumed that 50% of such Network Commands will require the MS to send an application layer UL response whilst the other 50% will not generate a response in system level simulations.  Moreover, for the case where there is an uplink response, there is no need for an application DL ACK for the response.
V.6.2.4 Software update/reconfiguration model

Table 1.2.1.4-1: Traffic characteristics for Software download/reconfiguration model.

	Characteristic
	

	Application payload size distribution
	Pareto distribution with shape parameter alpha = 1.5 and minimum application payload size = 200 bytes with a cut off of 2000 bytes i.e. payload higher than 2000 bytes are assumed to be 2000 bytes. 

	Periodic inter-arrival time
	(180 days)


************************ End of addition ************************
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