3GPP TSG SA WG3 (Security) Meeting #77
S3-142622
San Francisco, USA, 17 – 21 November 2014
revision of S3-142474
Source:
Ericsson
Title:
Privacy: Alignment of terminology
Document for:
Discussion/approval
Agenda Item:
8.4 Study on Subscriber Privacy Impact in 3GPP
Work Item / Release:
FS_SPI / Rel-13 
Abstract of the contribution: The contribution proposes to align the privacy definitions with existing privacy standards.
1 Introduction 
This contribution proposes to align the different terms used for "personal data" (like privacy information, privacy related information etc). "Personal data" is defined and commonly used by other standards organizations and legislation and the contributor proposes that 3GPP should use this term.

The terms Personal Information or Personal Identifiable Information are used by some standards or legislation and could be used by 3GPP. From the contributor side the important thing is that one and only one term is used in this TR.
2 Discussion
Currently TR 33.847 using five different terms (Privacy information, Personal information, Personal data, Personal identifiable information and Privacy related information) for the same thing. Here are a few examples from TR 33.847:

Clause 4.1: “The communication consists usually out of several layers of protocols. Those protocols may traverse through different intermediate nodes and have different end-points. Some protocol layers may contain personal information; some will not contain personal information and therefore might not be considered further in a privacy analysis.”

Clause 4.1: “The communication may traverse organizational trust boundaries (e.g. roaming). This may have implications on the responsibility of handling the privacy information correctly. Typical examples would be information that passes between operators or between an operator and a subcontractor”

Clause 5.2.2.3: “Handling of personal identifiable information shall to follow widely accepted concepts in order to comply with national and regional requirements covering these aspects of PII handlings”
Clause 5.3.1.1: “During communication process, privacy related information may need to be collected to complete communication task. This information may involve some sensitive data and raises some questions, e.g. who is collecting and using the personal information, what personal information is being shared, with whom and for what purposes etc. A key aspect of ensuring privacy security and fostering user’s confidence/ trust in communication is to clarify the issue on collection privacy related information.”
Clause 5.4.2.2: “If the actions that can be taken on personal data (e.g. collect, use, and share) are not defined for an entity (e.g. user, operator, service provider) then this lack of policy may result in the abuse or loss of personal information. Unclear obligations for the personal information handling may lead to difficulties when investigating a privacy breach.”
All these term are used for the same thing, i.e. data that can be related to an identified or identifiable living natural person. Instead one should use existing definitions from legislation or standards. Ericsson would propose to use the definitions from EU directive with is also similar to the ISO privacy standards:
Personal data shall mean any information relating to an identified or identifiable natural person ('data subject'); an identifiable person is one who can be identified, directly or indirectly, in particular by reference to an identification number or to one or more factors specific to his physical, physiological, mental, economic, cultural or social identity.
Ericsson also proposes to add a few other definitions related to this Privacy study.

3 Proposals
As discussed in clause 2.
4 pCR 

***
BEGIN CHANGES
***
3.1
Definitions and Terminology

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1]. Refer to 3GPP TR 22.949 [4], and also with considering the evolving network. Possible roles involved related to the privacy analysis are listed below:
Attacker: An attacker is an entity with malicious intent that compromises the privacy of a user by obtaining personal data, e.g. user data and traffic data. An attacker does not have a legitimate reason to receive this data. An attacker can be active or passive. A passive attacker is an observer. An active attacker generates traffic to obtain personal data or has the possibility to modify communication.

Authorized: An entity involved in the communication that is acting on behalf of one of the other entities and this other entity has agreed to this e.g. by signing a contract or settings etc.

Communication: Communication takes place between at least two entities and is using at least one protocol. It may consist of a series of messages. A communication may consist out of different communication phases.

Communication Initiator: A communication initiator is the node (e.g. ME) that initiates the start of a communication to one or several recipients.

Communication phase: A communication phase is a group of messages, which are part of a communication.

Data controller: Natural or legal person, public authority, agency or any other body which, alone or jointly with others, determines the purposes and means of the processing of Personal Data.
Data processor: Natural or legal person, public authority, agency or any other body which processes Personal Data on behalf of the Data Controller.
Data subject: An identified or identifiable person to whom specific Personal Data relates. It is someone who can be identified, directly or indirectly, in particular by reference to an identification number or to one or more specific factors (physical, physiological, mental, economic, cultural, social).
Eavesdropper: A passive attacker observing with a malicious intent.

Home operator: The PLMN operator, with whom the user has the subscription.
Intermediary: An intermediary is an entity where the communication or parts of thereof from the communication initiator to the recipient is passing through. The intermediary may be able modify or have visibility of the communication or parts of it. Typical intermediaries are base stations, proxies, caches, relay servers etc. Depending on the protocol used and the layer, the intermediaries for a communication may differ. Also there might be different intermediaries for incoming and outgoing communication messages and in some cases, there may be a series of intermediaries that are traversed. 

Location: Location is the geographical information where the terminal resides. This might be a GPS coordinate or some other local data (e.g. CellID or country).
Observer: An observer is an entity that observes a communication; this can be for a legitimate purpose or illegitimate purpose. An observer may only be an observer for some layers of a communication.
Operating administrator and maintenance personal: The person who administrates/maintains privacy information during its whole life time or is responsible for administration and/or maintenance, may be also responsible for privacy issues like privacy storage in network element.
Personal data: Personal data shall mean any information relating to an identified or identifiable natural person ('data subject'); an identifiable person is one who can be identified, directly or indirectly, in particular by reference to an identification number, name or to one or more factors specific to his physical, physiological, mental, economic, cultural or social identity. Personal data can be gathered from user data and traffic data.
Recipient: The secondary end-point of a communication. The recipient might be different for different layers of a communication protocol.

Requested Service: A requested service is a service that the user agreed to potentially use. This might be a radio technology e.g. 5G or telco service e.g. IMS or an application server e.g. visiting a website and signing in to a service.  The user has agreed in some way to potentially use the service, this might be via visiting a web site or signing a contract.

Service provider:
1) A service provider who is a 3GPP operator – home or visited – (e.g. location services) or a third party provider acting on behalf of the operator and offering a service to the user;

2) A third party service provider who use operator’s network to provide service (e.g. MTC service provider) and has a co-operation with the visited or home operator.

3) A third party service provider who just uses the network connectivity to provide service, but has no business relationship with the operator.

User: In general it is assumed, that the user is provided with a 3GPP subscription and extended to service specific entities. The user is the person, to whom the personal data relates to.
Visited operator: An operator of a PLMN, which is not the home operator. A visited operator may e.g. be the operator of a 3GPP network, in which the user currently is roaming.
· Editor’s Note: This section should contain Identity

· Identifiable

***
NEXT CHANGE
***
4.1 Communication Model
Cellular communication architectures are quite complex. To be able to investigate them with respect to privacy we focus on protocol entities. 

A communication is initiated by an initiator. This initiator might be a user or acting on behalf of the user. In most cases the protocol initiator resides in the terminal, but there are also different cases where some communication protocol is not triggered by the terminal (e.g. SMS, broadcast).

The communication is directed from the communication initiator towards a recipient. There might be a single or a multitude of recipients. 

The communication consists usually out of several layers of protocols. Those protocols may traverse through different intermediate nodes and have different end-points. Some protocol layers may contain personal data; some will not contain personal data and therefore might not be considered further in a privacy analysis. 

A communication often consists out of a set of messages that go forth between a recipient and an initiator. The communication paths and therefore the intermediary nodes might not be the same for all messages of one communication. 

The communication may traverse organizational trust boundaries (e.g. roaming). This may have implications on the responsibility of handling the personal data correctly. Typical examples would be p that passes between operators or between an operator and a subcontractor.
Privacy considerations should cover its whole lifetime in the communication system. A privacy analysis may investigate threats where the assumption is that parts of the communication system are compromised. This compromise might be investigated on protocol interface level, node level, or organizational level. This kind of approach is taken, since those represent typical attack points to obtain personal information (interface attack, virus infection, insider attack). Not only data that passes trust boundaries need to be protected, but also data inside a trust domain e.g. data under operator control, should be protected and only be accessible on a need-to-know principle.
***
NEXT CHANGE
***
4.2 Conceptual view

During the communication process, privacy may be impacted the many sub-processes. Figure 4-x below provides a conceptual overview of privacy in 3GPP and is as such for informative purposes only.
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Figure 4-x. Conceptual view of privacy in 3GPP system
(1) UE

· Storage of identity information (e.g. IMSI, IMEI, TMSI, IP address, SIP address, etc);

· The interaction between UE and network involve personal data collection;
(2)  RAN & Backbone

· The personal data (as for UE) intransmit between UE and Core network & OAM;

(3) Core network & OAM

· Personal data (as for UE) used/stored in the core network to accomplish the communication;

· Personal data by OAM;

(4) Data processing for OAM purposes of user data, e.g. location data.Internet/SP

· Operator (data controller) share users’ personal data (under users’ consent) with the Internet SPs/Application SPs (data processor) to offer costomized service to user. 

Editor’s Note: Interworking within each area e.g. different RAN nodes, different CN nodes. The personal data processing happening is also in the RAN (at least to some degree). Protocols between those areas and within those areas contain personal data.
***
NEXT CHANGE
***
5.2.1
Key Issue #1-1 - Identify protection scope

5.2.1.1        Issue Details
With the evolving of telecommunication network and it’s innovate application paradigm developing, more and more systems/protocols involve privacy. In telecommunication domain, the privacy refers to personal data and user/UE identity privacy. Since privacy is a dynamic and diverse concept which contains various information types, not every system/protocol involve same types of privacy information. Consequently, when designing a new system, security architectures and protocols, the scope of privacy and the potential privacy (e.g. use converge information to infer privacy sensitive information) should be analyzed and clarified. 

5.2.1.2         Threats
The possibility of combining information collected by an attacker may result in new interfering of privacy sensitive information. It may bring additional risks to user’s information security.

If the scope of involved privacy is not identified in an early stage of system/protocol design, it may bring extra effort  for the late introduction of privacy supporting system/protocols and applications.

5.2.1.3          Privacy Requirements
System and security architecture design as well as protocol design need to identify possible personal data in an early stage of the work.

***
NEXT CHANGE
***
5.2.2
Key Issue - Personal data
5.2.2.1
Issue Details
Personal data information is categorized into the following:

· Personal contact information (e.g. name, address, email, phone number)

· Personal Identities information (e.g. user ID, Social Security Number, Passport Number, Identity Card Number)

· User Equipment information (e.g. IMSI, IMEI, MSISDN)

· User Communication data (e.g. content of user voice calls, data session, fax, SMS, voice mail, video, visited websites)

· Location information (e.g. user GPS coordinates, Cell ID, WLAN AP MAC)

· Financial information (e.g. user credit card number, bank accounts)

· Personal sensitive information (e.g. race, religion preference, sexual orientation, health information, criminal records)
· Personal  biological characteristics  (e.g. fingerprint, Iris, facial features)
When personal data is not handled properly, the information may become usable in compromising the privacy of a user.
5.2.2.2
Threats
Personal data can be mishandled during transit, storage, or application if appropriate guidelines are not followed. Mishandling can be as a result of not implementing personal data handling guidelines, unauthorized access, or deliberate. The consequence is the compromise of personal data for the user, resulting in loss of personal and/or financial data.  
5.2.2.3
Privacy Requirements
Handling of personal data shall to follow widely accepted concepts in order to comply with national and regional requirements covering these aspects of personal data handlings:

· Notice of personal data collection

· user consent 

· collection minimization

· process and use

· disclosure to unauthorized parties

· transfer of personal data only to authorized entities

· retention of consent

· access by user to his personal data
· accuracy of personal data and

· protection  or stored, used and processed personal data
· openness on information regarding handling of personal data
· providing anonymity when possible

· handling of personal data security according to its sensitivity

· accountability for mishandling personal data
***
NEXT CHANGE
***
5.2.3
Key Issue  - User and UE Identity Privacy
5.2.3.1
Issue Details
User and UE identities include IMSI, IMEI, MSISDN, an IP address that is bound to a user, and a MAC address that is tied to an UE. Identities may appear in many databases and files, such as Call History Records (CHR), Charging Data Records (CDR), and Measurement Reports (MR).  They are used in many 3GPP network elements, including (e)NB, GGSN, SGSN, MME, HLR, AAA, etc to provide services and support network operations. If these identities are not protected, user privacy may become compromised, either intentionally or unintentionally, results in the user's activities, location, and other personal databeing tracked or exposed.
5.2.3.2
Threats
Tracing of an user or UE can happen wherever these identities are being used, transferred, and/or stored by various network nodes, including (e)NB, GGSN, SGSN, etc. Tracing of an user or UE can also happen when identities are being used, transferred, and/or stored by unauthorized personnel. The consequences of these threats to user and UE identities being exposed is that the user’s personal datais disclosed (e.g. call details, location information) and, potentially  worse, financial losses.
5.2.3.3
Privacy Requirements
Req1: The UE's permanent identities (IMSI, IMEI, MSISDN, IP, MAC) need to be protected against unintended exposure. 

Req2: If UE's permanent identities need to be used or accessed, they need to be protected using Privacy Enhancing Technology such as anonymization techniques or temporary identifiers.
***
NEXT CHANGE
***
5.3.1
Key Issue  –Collecting privacy related information
5.3.1.1
Issue Details
During communication process, personal data may need to be collected to complete communication task. This information may involve some sensitive data and raises some questions, e.g. who is collecting (data controller) and using (data processor)  the personal data, what personal data is being shared, with whom and for what purposes etc. A key aspect of ensuring privacy security and fostering user’s confidence/ trust in communication is to clarify the issue on collection personal data.

5.3.1.2
Threats
An unclear policy on what data is collected by whom may bring the risk to user’s information disclosure and potential illegal usage of such information.

5.3.1.3
Privacy Requirements
For certain system/protocol, that need to collect personal data, it need to be clarified: 
(1) who (related to privacy role) is collecting and using personal data;

 (2) why is personal data used and collected;
 (3) which personal data is being shared, with whom and for what purposes. 

***
NEXT CHANGE
***
5.3.2
Key Issue  – Privacy storage

5.3.2.1
Issue Details
In 3GPP system, the personal data (e.g. UE identity) are usually stored in the network elements. If a network element is compromised by the attacker (e.g. unauthorized internal entities or by being vulnerable to third party attacks), personal data that is stored unprotected or insufficiently protected can be accessed. Further, the attacker can launch further attacks by using personal data and cause damage to MNO and / or user.

5.3.2.2
Threats
Personal data stored unprotected or insufficiently protected in network elements may bring risk to user personal data disclosure and may result in an attack that may damage the MNO or user.
5.3.2.3
Privacy Requirements
The personal data need to be stored securely to protect against unauthorized access and modification.
***
NEXT CHANGE
***
5.3.3 Key issue : Deletion of privacy sensitive data
5.3.3.1 Issue details

In order to enable communication or information services, users’ personal data may need to be delivered to 3GPP systems or to service providers. Generally, once the personal data has no further value for the communication accomplished/serves provided, it should be delete to avoid the possible risk of privacy disclosure/compromise. Consequently, when designing new systems, security architectures and protocols, deletion rules of privacy sensitive data is an issue that needs to be considered. For example, define the way and pre-conditions for personal data deletion.
5.3.3.2 Threats

Un-deleted, no further use-value of existing personal data may bring risk to user of unwanted personal data disclosure, and such related attacks.

5.3.3.3 Privacy requirements

The personal data need to be deleted when no longer be needed for providing communication service and related billing. Exceptions to this rule may apply due to local legislations. 

***
NEXT CHANGE
***
5.3.4 Key issue - Personal information sharing in business collaborations

5.3.4.1
Issue Details 

With the more and more diverse business in 3GPP system, some businesses need multiple parts (e.g. operator, the 3rd part service provider) to collaborate to compete. During this collaboration process, the users’ personal data may need to be shared. For example, to offer a more customized service, the 3rd party service provider may need the operators to share the users’ location with them. 
5.3.4.2
Threats
Unauthorized personal information sharing may violate users’ rights to privacy. 

During the personal data sharing process, the security of information transfer/store will face traditional information security risks. 

5.3.4.3
Privacy Requirements
Personal data sharing with the purpose to accomplish a certain application/service needs be under user’s consent. 

The shared personal data needs be protected by the all collaborating parties during its whole life-time.

The information sharing needs to be bound to the service the user has subscribed to.
***
NEXT CHANGE
***
5.4.1
Key Issue - Privacy vs. System Functionality

5.4.1.1
Issue Details
One goal of the present document is to collect privacy principles that SA3 should adhere to when designating new systems, security architectures and protocols. In recent system design, privacy issues appear to be diversified, for example, the need for user consent to collect measurements in the SON and MDT work, machine tracking in SIMTC, user privacy in Proximity Service security, etc. These privacy issues are related to system functionality. Unless the privacy measures are solved in an appropriate way, the functionality will be unnecessarily restricted. On the one hand, when 3GPP designs new systems, security architectures and protocols, potential privacy mechanism need to be considered. On the other hand, there must be a balance between the privacy required and the functionality provided by the system to provide the user with the ordered service. For example, for SON and MDT to work, users' location information may need to be accessible to parts of the system (even if this implies the need for user consent) to be able to fix the connectivity problems a user has.
5.4.1.2
Threats
When 3GPP designs new systems, security architectures and protocols and privacy protection procedures are not defined clearly in an early stage, the system functionality will be impacted. For example, if the users consent mechanism is not provided to the user, the functionality of SON and/or MDT will not be usable.

5.4.1.3
Privacy Requirements
Systems, security architectures and protocols design and deploy should take privacy protection as system functionality if personal data is involved in the system.

The strength of privacy protection need to take into account the sensitivity of data, the potential impacts on the system, impacts on service provided to the user and the usability of the system
NOTE: Privacy protection should be applied according to local regulation requirements.
***
NEXT CHANGE
***
5.4.2
Key Issue – Privacy role

5.4.2.1
Issue Details
Communications tasks require multiple different entities, when conducting privacy analysis of a system/protocol, the entities involved may take on different roles (e.g. communication initiator) from a privacy considerations perspective in different communication phases. 
5.4.2.2
Threats
If the actions that can be taken on personal data (e.g. collect, use, and share) are not defined for an entity (e.g. user, operator, service provider) then this lack of policy may result in the abuse or loss of personal information. Unclear obligations for the personal data handling may lead to difficulties when investigating a privacy breach. 
5.4.2.3
Privacy Requirements
The roles (e.g. data collector, data processor,) involved and their obligations with respect to privacy need to be clarified.
***
NEXT CHANGE
***
6.1
Guidance on applicability
This chapter describes potential approaches to the threats, key issues and requirements outlined in chapter 5. It follows to a large extend the Standard Privacy Assessment approach of [7]. The process proposed in this chapter are to evaluate and assess a possible privacy impact of a new 3GPP technical specifications.  

Most 3GPP standards focus on the communication protocol(s) of one particular layer. The outlined process takes into account that the nodes in the communication model may support more than one layer and therefore potential aggregation of personal data at the recipient or intermediary may take place.

The proposed process takes into account the privacy principles of this technical report. 

A privacy analysis should be done when the work on a technical specification becomes stable or a new major feature is added to an existing specification and the addition is stable. During the early stage of the work e.g. when the work item is created, it is often not fully clear, what and if personal data needs to be handled. On the final stages of the work, larger adjustments e.g. user consent handling can no longer be introduced without major architectural impacts.

Thus, the suggested pragmatic approach allows identification of needed functionality in a stage of the work, where it is still possible to make adjustments to protect the personal data and to prevent potential expensive re-designs at a later stage of work. It may require additions or changes to the specifications or approaches outside of the scope of 3GPP, depending on the outcome of the screening.
***
NEXT CHANGE
***
6.2
Solution #1 – Privacy Identification Process
This section describes the basic process to identify the need to take action in 3GPP to protect personal data. This chapter follows to a large extend the Standard Privacy Assessment approach of [7].

6.2.1
General description

The walk-through to the process might be documented for later usage in the affected specifications. The following key points are to be checked:
(1) Scope of Personal Identifiable Information Handling
· What are the possible personal data of the system/protocol that can be identified?
· Will the specification process personal data, including personal identifiers?
· Will the specification generate personal data e.g. location information?
(2) Role of Privacy Handling Entities
· Define roles for personal data act (e.g. communication initiator, intermediary, attacker) for the whole period of the communication session;
· Identify the association for each communication role e.g. operator personal, external, etc. 

· Identify trust boundaries.
(3) Collection and Using of Personal Identifiable Information
In general, it is assumed that technical specifications are specified in a way such that only necessary data are processed, stored and collected to fulfil the functional purpose e.g. providing a certain service to the user. If all those questions below are answered with no, then the specification is unlikely to have impacts on the personal information privacy.
Which personal data collection aspects can be identified? I.e.:

·  - who (related to privacy role) is collecting and using personal data?
·  - why is personal data used  (purpose)?
·  - what personal data is being shared, with whom and for what purposes?

· Will the specification/protocol be deployed in nodes, where personal data is available?

· If yes, then could the node maliciously aggregate personal data?

· Will the specification and the data, that the specification processes and generates, be used across trust boundaries?

· Is there user consent present for transferring data across trust boundaries?
(4) Storage of Personal data
· Define the needed security level for the storage of personal data 
· Define the required access control for accessing the personal data
(5) Delete/Destroy of Personal Identifiable Information
Define the way and pre-conditions for personal data to be deleted / destroyed. The expected lifetime of personal data need to be taken into account when designing the protocol that uses these personal data. This also enables better usage of storage resources.
6.1.2
Implementation
This part gives an introduction for the privacy protection methodology implementation.

SCOPE IDENTIFICATION
· Personal data name: list each potential personal data class in the system/application, e.g. user’s location information, group ID; 
· Relevant network elements: describe the relevant network element that personal data may involve, e.g. UE, HSS, AS (a certain application server, such as GCSE AS, MTC AS); 
· Relevant roles: describe the possible roles that personal data may involve, e.g. operator, SP;
Relevant operations: describe the operations between relevant network elements, e.g. network element A requires network element B to transmit personal data P1 to it;
THREAT AND REQUIREMENT IDENTIFICATION
· Threat analysis: analyze and list the potential threat for the personal data identified in the SCOPE IDENTIFICATION section;
· Privacy requirement: according to the threat analysis, analyze and list the privacy requirements;
TECHNOLOGY SCHEME CHOICE

· Privacy life time management: identify the principles and details of personal data life time, which covers collection, use, storage, delete/destroy;
· Privacy mitigation: choose privacy mitigation technology (e.g. anonymity, using temporary identity, access control, additional signal procedure, encryption procedure) to satisfy the privacy protection requirements.
6.2 Threat mitigation – Data minimization
If privacy is compromised, personally data gets available to unauthorized entities. But even if the entity is authorized to receive certain data, the connection of different sensible data may also result in a compromise of the user privacy.

Therefore, as one of the most basic principles to privacy, avoiding that data occurs and is spread and therefore minimizing the possibility of collecting data should always be taken into account when designing a communication system or any protocol within such a system. Data should only be collected on a direct need basis.
***
NEXT CHANGE
***
6. 3 Threat mitigation- access control

6.3.1 Introduction

A framework for system protection is access control, which describes the rights of users over objectives. Such framework can used to control access to objects.
Editor’s note: the details of “subject” can be a service, a web site, a legal entity, or a node. It depends on the characteristics of the communication system.

In 3GPP system, personal data (e.g. UE identity is usually stored in the network elements. For operation and maintenance on the system, from any support side (operator or vendor), the usage of access control mechanism can mitigate the risk that an attacker can access the system and compromise privacy. Only an authorized user should be able to read or process privacy sensitive information within the system. 

Editor’s note: Level of abstraction, like in role based access control, and the mitigation of this threat is FFS.

6.3.2 Use case

Access control technology can be used in:

· The operation and maintenance domain;

· The service provider domain when using 3GPP networks to offer services;

The usage of access control can prevent unauthorized access to personal data.
***
NEXT CHANGE
***
6. 4 Threat mitigation - anonymity
6.4.1 Introduction

Anonymity technology (or anonymization) is a privacy enhancing technology, which can reduce personal datan, and therefore reduces the potential risk for privacy compromise.

To enable anonymity of an individual,  a set of other individuals have to have the same attribute(s) as this individual. The composition of the anonymity set depends on the knowledge that is assumed an observer or attacker may have. To enable anonymity effectively the following steps are seen as relevant.
· Analyze potential process/communication phase that may expose personally data;

· Analyze and select the identifying attribute which may bring a risk of personal identification;

· Describe the risk of privacy invasion by the identifying attribute;
· Use anonymized (e.g. randomized or blind) attribute instead of  the identifying attribute;

Editor’s note: In some cases, anonymization of attributes is insufficient (e.g. location traces). How to identify and deal with such cases is FFS.

6.4.2 Use case : UMTS authentication procedure
The UMTS authentication procedure (TS 33.102 [10]) design is an example of how to fulfil anonymity:

1) Analysis of the authentication process: identity and location of the user may be exposed;

2) Identify an identifying attribute:  sequence number may bring a risk of personal identification;
3) Risk: The sequence number may expose the identity and thus the location of the user.
4) Anonymizing technique used: use Anonymity Key in the Authentication Token to conceal (blind) the sequence number.

***
NEXT CHANGE
***
6. 5 Threat mitigation- explicit user consent
6.5.1 Introduction

To accomplish the communication process or use services, some personal data may need to be collected. The unauthorized privacy collection will harm users’ privacy, thus the technology of collection reminder (user consent) can mitigate privacy threat. The implementations/practices of collection reminder technology are various and related to UE’s support and services design. The key point is for a certain service which needs to collect users’ personal data to remind, to displayed, and to briefly explain it to the user.

According to explicit user consent, user can choose whether deliver his/her personal data to complete a network quality improvement request, or to suspend it. 

6.5.2 Use case

In the MDT scenario, the users’ information e.g. locations need to be collected to achieve drive test. When the operator A request Alice to join in the MDT which needs to collect Alice’s information, the explicit user consent technology is used to remind the user that (example):              - User might be contacted by the operator e.g. via a message to participate in MDT;
             - The MDT usage might be part of the user’s service contract. 
***
NEXT CHANGE
***
8.1
Impacts and Consequences

This section describes how to handle the results and knowledge gained by undergoing the process outlined in the Privacy Identification Process in the previous section 6.2 

The first goal is to identify who has access to which personal data in the communication. The following questions may aid the screening:

- What personal data is released by the Communication Initiator?

- Are there intermediaries that can read personal data?

- What personal data is collected and aggregated at the service provider nodes or MNO nodes?

The next step is to investigate the potential data elements in the personal data information:

· Are all those elements required for providing the service offered by the specification to the user?

· Is personal data processed for the purpose of general improvement of the network?

· Does the data have a time to live?

The previous step serves to minimize data and to identify potential data in the personal data which may require user consent.

Personal identifiable information requires adequate protection. Therefore the following points should be investigated:

· What is the personal identifiable information that potentially can be obtained by:
- Eavesdropper 

- Attacker
- Unauthorized personal (e.g. is the personal data accessible only by personal that needs to know or by all)
· What are potential attacks?

· Which protection methods are deployed?
With answers to the questions above, potential solutions can be identified. Solutions might be found in this document, but also 3GPP offers a wide range of security services e.g. NDS/IP [8], TS 33.222 [9] etc. In some cases, the transfer of user consent from one node to another might be necessary and need to be considered in the progress of the technical work.

***
NEXT CHANGE
***
8.2
Guide line
Operator’s privacy guidelines:

· It should be allowed that operators make its own privacy policies according to national and regional requirements
· Operator should inform the user and collect the personal data fairly and legally. 
Vendor’s privacy guidelines:

· Vendors should provide the privacy policy declaration to operators following operator and/or regional rules.      
· If operators hand over data to third parties (e.g. subcontractor), then data protection and user consent rules have to be observed.

· Vendors should provide security mechanism when personal data is stored in vendor’s  system. 

· Vendors should provide mechanism to the operator which can delete the expired personal data in time and the time of keeping personal data can be configured. 

***
END OF CHANGES
***
