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1 Introduction
In contribution S3-121086 “Proposed text for “Conclusions and recommendations” section of TR 33.830” by Acme Packet and Vodafone, an issue with the TSCF solution needing further study was identified:

Note: It should be ffs that how the TSCF solution would solve the firewall traversal issue when signalling and media uses different IP addresses and traverse through different paths, e.g., P-CSCF and IMS-AGW may be deployed on different devices.
This issue was however not captured in the TR. As needs for further study are best captured as Editor’s Notes it is suggested to add such an editor’s note to clause 8.4.

All the proposed IMS firewall traversal solutions uses TCP which provides reliable, ordered delivery of a stream of octets. Using a reliable and ordered protocol like TCP instead of UDP to transfer real-time media leads to several problems. A single out-of order message or lost packet can lead to relatively long delays (potentially in the order of seconds) while waiting for out-of-order messages or retransmission of lost messages. These problems are enhanced by the fact that the access where the firewall traversal mechanism is used cannot be assumed to fulfil any Quality of service requirements.
Solution 8.3 (small extensions to STUN/TURN/ICE) minimizes the problems by setting up a separate TCP connection for the control plane as well as for each media session. In this way an out-of-order or lost packet only affect the TCP connection in which it occurs. And an out-of-order or lost packet in the control plane will not have any negative effects on the media plane and vice versa.

Solution 8.4 (TSCF) and 8.5 (eSEG) makes the problem worse by using a single TCP connection for the control plane and all the media sessions. A single out-of-order or lost packet in the control plane or any of the media sessions will therefore lead to delays in both the control plane and all of the media sessions. An out-of-order or lost packet in the control plane will negatively effects the media plane and vice versa.
It is suggested that text describing this issue is inserted into the TR and that Editor’s notes is inserted in the solutions that has not taken this issue into consideration.

In solution 8.5 there is an editor’s note stating that it is ffs weather this proposal would require IETF standardization. It is suggested that a similar note is inserted for solution 8.4. Several aspects (protocol stack, AKA authentication in TLS, IP allocation, mobility…) of the solution might require IETF standardization. Most of these decisions should likely be left for CT1.

3
Proposal
The following text is proposed for inclusion in the TR.

4
PCR

***
BEGIN CHANGES
***
4.X
Problems with using TCP
It has been agreed that to traverse restrictive firewalls, the solution needs to use TCP (set up with HTTP CONNECT), use port 80 or 443, and look like HTTP/HTTPS. TCP provides reliable ordered delivery of a stream of octets. Due to network congestion, traffic load balancing, or other unpredictable network behaviour, IP packets can be lost, duplicated, or delivered out of order. When this happens, the TCP stack has to wait for the out-of-order packets or retransmission of lost packets. This can lead to relatively long delays (potentially in the order of seconds). These problems are enhanced by the fact that the access where the firewall traversal mechanism is used cannot be assumed to fulfil any quality of service requirements.
Using a reliable and ordered protocol like TCP instead of UDP to transfer real-time media is especially problematic as delays are directly noticeable and may be unacceptable for the subscriber. If several different sessions are transported over the same TCP connection the problem are even worse as a single out-of-order or lost packet in one session leads to delays in all of the sessions, a single out-of-order or lost packet in the control plane or any of the media sessions will lead to delays in both the control plane and all of the media sessions. An out-of-order or lost packet in the control plane will negatively effects the media plane and vice versa.
Editor’s Note: Solutions should show how they take care of the problems mentioned above.
***
NEXT CHANGE
***
5.2.3
TISPAN & Generic IP Access

Telecommunication and Internet converged Services and Protocols for Advanced Networking (TISPAN) adopts 3GPP IMS architecture for SIP based applications.  As specified in ETSI TR 180 001 v1.1.1, TISPAN architecture is required to support access networks of diverse technologies and capabilities. Example of “Access Network” given in the above ETSI spec includes xDSL, Optical access, Gigabit Ethernet, Cable networks, 3GPP or 3GPP2 PS domain and other wireless access network types.  

ETSI TR 187 008 v1.1.1 is the NAT traversal feasibility study report for TISPAN architecture and analysis various NAT traversal mechanism and limitation with those mechanisms in running IMS services in the TISPAN architecture. Given the wide range of access networks supported by the TISPAN architecture, we could have NIMSFW in the path between the UE and the P-CSCF (Gm interface) which could block IMS services thus limiting the use of TISPAN architecture for running IMS services.
Editor’s Note: It should be ffs that how the iFIRE solutions would solve the firewall traversal issue when signalling and media uses different IP addresses and traverse through different paths, e.g., P-CSCF and IMS-AGW may be deployed on different devices.
***
NEXT CHANGE
***
8
Candidate solutions

Editor’s notes: This section discusses the candidate solutions for traversal of IMS traffic through NIMSFW and also satisfies all the requirements listed in the earlier section.
Editor’s note: It is FFS whether the solution proposals would require IETF standardization or whether 3GPP may choose to define the new protocols themselves.
***
NEXT CHANGE
***
8.5.2.1
eSEG Architecture

A function termed an enhanced SEG (eSEG) is introduced to support IP tunnelling of existing IMS services within a TCP encapsulation designed to carry IKE and IPsec through restrictive firewalls.  

The following diagram illustrates the eSEG in relation to UE, access, and IMS core.  A Tunnelling Client (TC) handles the establishment of IKE/IPsec over TCP using a TPKT-like (TPKT’) framing.  IKE/IPsec ESP tunnel mode packets that would have been framed over UDP per RFC3948 are now framed over TPKT’ over TCP.  This framing of IKE/IPsec packets using TPKT’ over TCP is termed TrIKESec (TCP transport for IKE & IPsec).  TPKT is defined in RFC968.

Editor’s Note:  The term TrIKESec is chosen to facilitate discussion of this proposal; TrIKESec is not an industry standardized term.

Editor’s Note:  It is for further study whether tunnel establishment between the TC and the eSEG need to be authenticated and if authentication is required, what credentials and methods are used.
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Figure X: Deployment model for eSEG

The figure below illustrates transport for SIP, RTP, and other applications following the above method.
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Figure Y: SIP, RTP, & other applications transport

Should it not be desirable for SIP (control plane) and bearer (e.g., RTP) to share the same authentication, integrity, and/or confidentiality measures, multiple IPsec SA may be negotiated.

For completeness, IKE carriage follows.


[image: image3.emf]L2/L1

IKE Marker

TCP

Transport IP (Outer) 

eSEG

L2/L1

IKEv2

TCP

Transport IP 

(Outer) 

TrIKESec Interface: TCP + TPKT ESP Wrapper

IKE Marker

TPKT’

TPKT’

IKEv2


Figure Z: IKE Carriage

***
END OF CHANGES
***

