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1
Introduction
SA3 is strongly focusing the PWS security work on the NAS based approach to deliver public keys used to verify a signature protecting the warning messages. This option has thus received a quite much analysis, and some disadvantages have also been identified. Other options have been mentioned in the discussions but have not yet received that much analysis. This paper attempts discuss options for PWS security and compares them.
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2
Analysis
2.1
Problems common to all public key based systems
Some problems are the same for all the proposed solutions for distributing the public key to the terminal.

There are two main topics that are required to be addressed to enable secure verification of the signatures of the warning messages. 

The first topic deals with questions which authority is responsible for the management of the public/private keys, e.g., which entity signs the message? Which entity creates the public key used for verification and whether there is a need for a PKI?  If a PKI is used, should it be global, regional? If a PKI is used, how does the root certificate get installed in the terminal? Etc. This topic was discussed in S3-120101 "Comments on PWS Security" (RIM) and some conclusions were made in SA3#66.

This contribution discusses the second topic, namely, the mechanisms used to distribute the public to the terminals. The two topics are related, but can be discussed individually on a high level.

2.1.1
Access to the currently used key
There is a risk that terminals have a previous key but not the latest one. This could happen at anytime in the lifetime of the system. In particular it could happen at the point in time when the terminal receives the warning message or during an update of the key used. A consequence of this is that two or more keys are present in the system at the same time and that update strategies must take the use of key versus update of the key into account to ensure that a maximum number of terminals will be able to verify the signature.

There are also regulatory questions regarding what a terminal shall do if it does not have access to the correct key at time of message delivery.

2.1.2
Injection of false warning messages
To inject a false warning message, the attacker has to perform the actual injection of the message in the communication path. This is independent of any cryptographic protection of the warning message or not. Attackers have three parts of the system where warning messages can be injected:
· On the air link (requires the attacker to put up a false base station)

· In the telecom network

· In the CBE
Injection in the CBE is considered to be out of scope, since if the CBE cannot be sufficiently protected, no security measure on the protocol level can be taken to prevent an attack. For protecting against this attack, the CBE function should be secured using common best practices for node hardening. 
Injection in the telecom network must be considered very difficult, but can perhaps not be ruled out.

Injection on the air link is the easiest and seems the most likely approach an attacker would chose. An air interface injection device can be connected to the internet, allowing any script-kiddie the possibility to attack. It is however more likely that an attacker would only set up injection devices for his or her own use. Doing this today requires quite some technical competence, but is possible for skilled hobbyists.
2.2
Analysis of the different options

The main focus in SA3 has been on studying mechanisms based on NAS security for delivering the public key to the terminals. Other options have been briefly mentioned, but not written down. This clause outlines other options and discusses pros and cons with each.
The options are:

· No signature on warning messages (this does of course not require any distribution of keys)

· Key distribution protected by NAS security

· Key distribution based on GBA

· Key distribution based on application layer security other than GBA 

Out of these only NAS security based key distribution has received any scrutiny.  As a result, limitations and disadvantages of this approach are more well known.
2.2.1
No signature on warning messages
2.2.1.1
Necessary risk assessment

Not adding any signature to the warning messages implies that one relies on that it is sufficiently difficult to inject messages towards the terminals (see clause 2.1.2).
It can only be decided to not sign the warning messages after proper risk analysis concludes that it is sufficiently secure to do so.  Risk assessment is even more important in this case than if signatures are used.
There are many ways to create panic, both in general public and in crowded spaces. The benefit for the attacker of using the injected PWS warning message method must be weighed against other methods, e.g, setting off fire alarms, firing a gun, shout about gas leaks in a megaphone. 

PWS should ideally provide a similar level of security as is provided for the “physical” attacks mentioned above.. It is extremely difficult to weigh "physical" attacks, such as setting off fire alarms, against injecting messages on a communication link. However, it is clear that the issue needs to be considered by a proper risk analysis. 
One possible way of comparison, is for example that a formal looking PWS warning message could be perceived as being more reliable than a random person shouting about a fire in a crowd.
A second point of comparison is that, using PWS, attackers can put a distance between themselves and the area of attack.  By setting up a false base station and connecting it, e.g., to the internet, an attacker can later perform the attack from anywhere in the world. If the attacker is able to inject the message from within the telecom network, there is not even a need to ever be physically present at the target location. 

A third point is that the attacker may be able to affect a much larger area using PWS than would be possible using fake fire alarms.

2.2.1.2
Relations to regulatory requirements
It is likely that in some jurisdictions it will be required that warning messages are delivered even if security fails (safety before security).  If unsecure delivery is to be allowed at the same time as secure delivery then the security relies on that the user makes the correct choice to trust or distrust the warning when getting notified.
Even though it is easy from a technical point of view to leave the final decision to the user, the value of the security is degraded to the same degree.
Some jurisdictions might apply security on top and use PWS as a delivery channel only.  In these cases it does not matter much if security is added by PWS or not. 
2.2.1.3
Cost
Obviously this is the cheapest option in terms of system design, CAPEX and OPEX.  On the other hand, if there is a serious security incident with false warning messages, the costs involved, in terms of life, damage and reputation are hard to predict and estimate.

Comments: To evaluate with the cost and no signature for warning, PWS security is definitely necessary to all. If we don’t standardize a solution now and the risk of fake warnings becomes high then it will take a very long time to standardize and then roll out a solution to terminals.
2.2.2
Public key distribution via NAS
This is the only mechanism that has received any real scrutiny by SA3 and hence there are more problems identified with this mechanism compared to the others. 
2.2.2.1
Pros
One of main benefits of the NAS based key distribution is that it re-uses existing security associations to protect the delivery of the keys. In addition to this, when a terminal enters an area covered by a different public key, mechanisms of the radio access network (tracking area update, location area update etc) are re-used to trigger delivery of a new key. 


2.2.2.2
Cons
There are a number of open issues with this approach.

First, it is not clear if individual NAS messages have spare capacity to carry the public keys (there may be a need to deliver more than one in each NAS message).
Comments:From the reply LSs of other groups, they did not see there is no spare capacity to carry. It means that if we follow our and their guidance for NAS messages to distribute public key, there is no open issue for this point. 
Secondly, it is not clear that the networks are able to handle a huge number of requests for the current key (e.g., imagine an air-port where many terminals are simultaneously powered on).  For example, a core network node may not be dimensioned to deliver so high data rates. One can envision schemes where the keys are distributed over a longer period of time, but this implies that a warning message sent during this period will not be possible to verify for some terminals.
Comments:For public key distribution, it uses attach/TAU/RAU/LAU/SMC to distribute public key. If a network node has the normal capability to handle attach /TAU/RAU/LAU/SMC, it also has the ability for distributing it. Please refer to the tdoc S3-120412. 
Comments: Normal SMC/TAU/RAU/LAU messages are used to distribute PWS public keys. No extra exchange procedures are introduced between network and UE. The problem that network can not be dimensioned to deliver high data rates is not caused by PWS mechanism.
Thirdly, as was pointed out in S3-120085 "Location of node protecting the key delivery in PWS" (QC), there are cases where attackers who can put up a false base station (or break into an existing one) will have no additional difficulties circumventing the signature. These cases are GSM CS, collapsed 3G architectures, H(e)NBs. The attacker would just first inject a false public key and then inject the false warning message signed with the newly distributed key.
Comments:As explained last meeting, false or hacked base station problem is not brought by PWS security solution. For GSM mechanism, it depends on which solution in current living doc we choose. For collapsed 3G and H(e)NB, it depends on their range of deployment. To most of UEs initial attach, they receive public key through normal procedure and normal base station.   
Comments: This is not introduced by PWS. In this situation, any attack could be taken.
In the NAS based solution the minimum signalling at every TAU/LAU/RAU is that the terminal informs the network about the identity of the latest key the terminal possesses. This identity cannot be too short, since it must cover the following case: a terminal is in country A and gets key ID 3; the terminal is powered of during a flight to country B; the terminal is powered on in country B and the terminal sends key ID 3 as the known key ID to the network; the network in country B by accident also use key ID 3, but for a different key.
Comments: Please refer to the merged and improved solution S3-120412. 
2.2.2.3
Cost

As pointed out above, there might be a need to deliver more than one NAS message for distributing keys. The core network node also needs to be dimensioned to handle a huge number of simultaneous request for a the current key. Furthermore, additional measures might need to be used to mitigate the attack mentioned above in section 2.2.2.2. 

2.2.3
Public key distribution via GBA
GBA has been discussed to protect the distribution. However, no explicit solution based on GBA has been described. On a high level a GBA based solution would work something along these lines:
1. After registering with the network, the terminal performs a GBA Ub bootstrap or the network establishes a Ks_NAF using GBAPush (e.g. over SMS).
2. A NAF pushes the public key(s) to the terminal protected by Generic Push Layer or some other protocol. Alternatively, the terminal pulls the public key(s) from the NAF, e.g., via HTTP.
3. In case a terminal is without a key for some reason it can bootstrap via Ub and/or pull the key from the NAF. The network need to provide the terminal with information about which is the current key (e.g., by including the current key identity in some SIB, by the terminal receiving or requesting the identity of the current key from some server.
Naturally, since this is just a sketch of how a solution based on GBA could work, it is not comparable one-to-one with the NAS based solution. However, it gives a hint about how such a solution could work and some pros/cons can be identified.
Comments:Many details missing. Before a completed solution on the table, how would a comparison be made?
There are at least the following questions that should be considered:
1. Who is NAF? CBE or CBC? If CBE is NAF, the regulators who is running CBE should have a GAA infrastructure to support to handle Ua and Zn interface. The functionality of CBE will be added much and new interface Ua and Zn should be supported in CBE. To CBE product, it’s a quite big modification. If CBC is NAF, the similar modifications are made. At least, TS23.041 and TS23.401 should be modified for the support of new functionalities to CBC.  If any other network entity is NAF, the impact should be considered.
3. SIB is not security protected. So if we include the current key identity in some SIB, by the terminal receiving or requesting the identity of the current key from some server, it will cost the attacker to forge key ID and make overload problem.
2. How to handle overload when UEs pull to ask the network to distribute public keys?

3. How to update public key?  
2.2.3.1
Pros
A GBA based solution would not suffer from the weaknesses related to false or hacked bases stations that applies to the NAS based solution. The reason is that a GBA based solution protects the distribution of the key all they way from the NAF (presumably located in the core network).
Comments: As explained last meeting, false or hacked base station problem is not brought by PWS security solution. The air interface security mechanism in LTE and UMTS will protect them.
Most protocols are actually in place already: GBA and/or GBA Push for key establishment, GPL and HTTPS to protect the key delivery to the terminal (push and pull respectively).

The signing/verification, display of warning to the user and possible public key infrastructure are mainly application layer functions. Therefore it would be preferable from a design cleanness perspective to also do the key distribution on the application layer (compared to mixing application layer and the radio layer as is the case for the NAS based solution). Layer violations (or cross layer optimizations as they are sometimes called) usually leads to complexity. However, it cannot be ruled out that that a GBA based solution will also have dependencies on the radio layer. This may be discovered to be necessary once more details are specified.
Comments:To NAS, much more protocols are actually in place already, e.g. TS33.401, TS33.102, TS23.401, tec. 
2.2.3.2
Cons
If GBA push is used over SMS, the maximum limit for one message is 160 octets (unless SMS chaining is used). A way around this could be that only a trigger is pushed to the terminals, and the terminals then pull down the key from the NAF. Further, using SMS as a bearer for pushing messages may put an unreasonable load on the SMSC.
At the moment not many cons have been identified, but clearly cons to some degree will be discovered once more details are specified.
Comments: Actually, public key distribution via GBA cannot work based on the following reasons:

1. Not all the networks deploy GBA. It means that GBA cannot be used to distribute public key for most of operators. If operators want GBA-based solution, network upgrade should be done. Although NAS based solution also needs some network upgrade, the modification is only to some existed signalling, not to the whole infrastructure. The cost taken by GBA based solution is much more significant than NAS based solution. 
2. Even if operators have deployed GAA infrastructure, there are less GAA-support terminals in current day. Since PWS service is a service that every people needs to save their lives and wealth, the warning messages should be distribute to as more people as possible. But most of people’s terminals are not supporting GBA client nowadays. People’s terminals and UICC all need to upgrade to support GBA client. The cost is much more than NAS based solution and we cannot force all the users to upgrade their UEs to support GBA. 
3. GBA use HTTP to run. So UE’ PS service must always open. But to UMTS UE, users often close PS to save power and save surfing network flow and only CS open. It means that such only CS open UMTS UEs will not connect to any GBA service. So does public key distribution via GBA. Moreover, we cannot force UMTS UE to always open PS service. 
From the above analysis, GBA based solution cannot work as a PWS security solution. 
To compare with NAS based solution, every UE has to attach, TAU/RAU/LAU to the network. So public key distribution via NAS will definitely work to almost all the UEs and networks. 
2.2.3.3
Cost

The NAF needs to be dimensioned to handle a huge number of simultaneous request for the current key.
Depending on if SMS is used to push data to the terminals, the SMSC may need to be dimensioned to handle a bigger load than today.

2.2.4
Public key distribution via "some other application layer function"

There are no other proposals for any other application layer key distribution scheme other than GBA based.  Although S3-120101 "Comments on PWS Security" (RIM) discuss nation wide PKI and nation wide protection scheme on top of the telecom network as a delivery system, there is no discussion on how the information is provided to the terminals. The ideas discussed in S3-120101 can be used together with a key distribution system based on NAS, GBA or another application layer system.
One sub option here is to leave PWS security up to each regional entity. That is, each regional regulator defines their own protection scheme and mandate the implementation of this system in the terminals sold in that region. It is clear that this causes interoperability issues with terminals sold in different regions and roaming users. However, it could also be argued that this could well happen anyway, and if it does, then adding security on PWS level only adds additional complexity for those regions.
3
Conclusion
This paper has discussed pros and cons with options that are currently proposed in SA3 to protect PWS, but also introduces more analysis of options that has so far been neglected (GBA based key distribution, and signature-less delivery).
From the analysis above it is not clear that the current approach receiving the most focus, i.e., the NAS based distribution, is the best way forward. This paper calls for some more consideration of options, before making a final decision on mechanisms for PWS security.

Comments: After this meeting, most of the open issues for NAS solution will be solved. So it seems NAS solution is clear enough on the table for PWS security. 
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