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Background

SAGE has been evaluating the 128-EEA3 and 128-EIA3 algorithm proposals, based on the ZUC stream cipher algorithm.  Two independent expert teams have also carried out paid evaluations.
Executive summary of this liaison statement
The results of the evaluation are positive.  One very minor modification has been made to ZUC in the light of the evaluation.  SAGE recommends that the (revised) 128-EEA3 and 128-EIA3 algorithms be accepted into the LTE standards, with formalities completed in time for Release 10 as planned.

The evaluation has identified some security limitations of the LTE parameter sizes.  These are discussed below, and we recommend that SA3 consider them.  These observations are nothing to do with the 128-EEA3 and 128-EIA3 algorithms – they are about the parameters being fed into those algorithms (and hence apply just as much to 128-EEA1/2 and 128-EIA1/2).
Evaluation and recommendations
The two external evaluation teams both did a good job.  They have delivered everything that was required of them.  ETSI can now pay them.  The teams were
· for Codes & Ciphers Limited: Matthew Dodd, Fred Piper, Sean Murphy, Carlos Cid

· for Alice and Bob Technologies: Bart Preneel, Lars Knudsen, Vincent Rijmen.

The executive summaries of the two evaluation reports are reproduced in full at the end of this document.
The evaluation assessed many different classes of attack and concluded that none were likely to succeed.  A few components of the algorithm were identified whose design rationale was not completely clear; further discussion with the designers has addressed those points, and the fuller explanation will be included in the detailed design and evaluation report.  One minor undesirable feature was noted; although this was probably unimportant, it was easy to remove it with a slight modification, so this has been done.
One objective was that the new algorithms be substantially different from the first and second LTE algorithm sets, in such a way that an attack on any one algorithm set would be unlikely to lead to an attack on either of the others.  In SAGE’s view this objective is not fully met – there are some architectural similarities between ZUC and SNOW 3G, and it is possible that a major advance in cryptanalysis might affect them both.  However:
· there are important differences too, so ZUC and SNOW 3G by no means “stand or fall together”;
· and in any case the raison d’être of this new algorithm set is very different from that of the first two, so the objective is considerably less important than making the first and second algorithm sets different from each other.

SAGE therefore does not consider this a barrier to acceptance of the new algorithms.

Delivery and publication of specification documents
There have been difficulties in the past with ETSI or 3GPP publishing cryptographic algorithm specifications, because of concerns about export restrictions.  Some previous 3GPP algorithms have therefore been published on the GSMA web site instead.  That’s what is proposed for these new LTE algorithms: the algorithm specifications, test data, and design and evaluation report will all be published on the GSMA web site.  This is currently waiting for GSMA approval.
The algorithm specifications and test data are complete, and will be published at

http://www.gsmworld.com/our-work/programmes-and-initiatives/fraud-and-security/gsm_security_algorithms.htm
as soon as permission is obtained.

The design and evaluation report is not quite complete.  Some modifications are being made to take account of the external evaluation reports, and to the minor algorithm modification that we have made.  We expect it to be complete by mid-July, and will post it alongside the specifications on the GSMA web site as soon as it is ready.

We expect that the algorithm specifications, as well as whatever change requests (e.g. to TS 33.401) are needed to use the new algorithms, will be approved at or before the December 2010 SA plenary meeting.

Observations on the LTE security mechanisms
Apart from the 128-bit secret key, the other inputs to the encryption algorithm are a 32-bit COUNT, a 5-bit BEARER and a 1-bit DIRECTION.  Collectively these act as the non-secret “Initialisation Vector” (IV) for the cipher.  Of these, only the 5-bit BEARER is at all unpredictable by an attacker intercepting encrypted messages – the COUNT is reset to 0 for each new secret key, and DIRECTION is uplink or downlink.
Hong and Sarkar [1,2] describe generic Time-Memory Tradeoff (TMTO) attacks against stream ciphers, with the following form:
· the attacker precomputes keystreams for many Key/IV pairs;
· the attacker intercepts a large number of keystreams generated using many different secret keys
;

· the attacker’s goal is to recover the secret key used for any one of those keystreams.

We measure the complexity of an attack by the one-off pre-computation time 2p, the “online” computing time 2t for the actual attack instance, the computer memory requirement 2m, and the number 2d of keystreams that the attacker has intercepted (from different keys – we assume that the first keystream sequence, for COUNT=0, is intercepted).  Let the secret key length be k = 128, and let the number of unpredictable bits of IV be v = 5.  Attacks are possible as follows:
· [Babbage-Golic tradeoff]  By computing and storing a table of 2m key/IV pairs and the keystreams they generate, the attacker can probably determine the key and used to generate one of the intercepted keystreams, if m+d ≥ k+v.  For instance, a table of 293 (key/IV, keystream) values will be enough if 240 keystreams are intercepted.  The table can be computed once, and then used for repeated attack attempts on different sets of intercepted keystreams.
· [Biryukov-Shamir tradeoff]  By precomputing 2p key/IV pairs, and storing a table of size 2m, an attack is possible with online time complexity t as long as t ≥ 2d, p+d ≥ k+v, and m+t ≥ k+v.  For example, with 240 keystreams, an attack is possible with one-off precomputation time 293, and online time complexity 280, but computer memory requirement only 253.
Increasing the number of unpredictable IV bits increases the complexities of these attacks.
SA3 may decide that these attacks are not worth worrying about, because:

· the complexities of the attacks are still high, if not as high as for exhaustive key search;

· these are generic attacks, which affect quite a lot of other systems too – LTE will not stand out as a weak system;
· the attack model is questionable.  It assumes that the attacker “wins” if she can recover the key for just one of the many keystreams she has intercepted.  The complexity of recovering the key for any particular keystream is not improved significantly by these attacks, compared to generic key search techniques.
Nevertheless, there would be some advantages in increasing the number of unpredictable IV bits, if a source of them were readily available.  All of the 128-EEA1/2/3 algorithms could easily be adapted to accommodate longer IVs.
Extracts from the external evaluation reports
Both of the executive summaries refer to “UEA3” and “UIA3”.  The original specification documents had been written with UMTS-style algorithm names, rather than LTE-style names.  This has since been corrected.
From the Codes & Ciphers Limited report:

The ZUC algorithm has been studied by a team from Codes & Ciphers Ltd. comprised of Carlos Cid, Sean Murphy, Fred Piper and Matthew Dodd, who has led the evaluation project. Not only has the strength of the stream cipher primitive been evaluated, but also its use in the UEA3 encryption and UIA3 authentication algorithms.
We reviewed a wide range of security properties of the ZUC algorithm, and considered its strength against a range of standard attacks, including algebraic attacks, correlation and distinguishing attacks, guess-and-determine attacks, resynchronisation attacks, time-memory tradeoff (TMTO) attacks and weak key attacks.  Our studies uncovered no attack on the ZUC algorithm with time complexity better than exhaustive key search, nor any evidence of such an attack being possible. We did notice however that the fact that ZUC is loaded with (key, IV) pairs where the key and IV have the same length means that TMTO attacks with running time less than that of exhaustive key search (but precomputation time greater than key search) are possible.
The design of the ZUC algorithm has borrowed much from that of the SNOW 2.0 cipher, and we believe that the apparent strength of the latter advocates strongly for that of ZUC itself. One significant difference between these algorithms is the use of an LSFR in ZUC which has characteristic polynomial primitive of degree 16 over GF(231-1) rather than GF(232), as in SNOW 2.0. We believe that the non-GF(2)-linearity that this implies means that ZUC has better resistance to some classes of attack than SNOW 2.0.
We found that the ZUC algorithm was competently designed, and that the analysis the designers provided of it was also competent, although we did find a number of mistakes in this analysis — none of which implied any weakness in the algorithm itself.
We did discover evidence of algebraic structure in both S-box look up tables, S0 and S1, within ZUC. Subsequently we determined that S1 was linearly equivalent to the S-box of AES. This we consider in fact to be a good design choice, and a natural one too given that ZUC is based on SNOW 2.0. We were not given, nor did we compute ourselves, any similar description for S0, although the designers informed us of design principles that suggest its choice was also a reasonable one. A more explicit description of S0 would give additional confidence in the design.
For the use of ZUC specified in UEA3 we notice that there is a possible TMTO attack, although its realisation would require precomputation with time complexity exceeding that of exhaustive key search.
The UIA3 specification describes a MAC scheme based on ZUC. It also contains a security proof, although unfortunately the scheme proved secure is not, quite, UIA3. In fact the argument of the proof does imply that both UIA3 and a slightly simpler variant are indeed secure.
From the report from Alice and Bob Technologies:
We have performed a security evaluation of the stream cipher ZUC and the 3GPP Confidentiality and Integrity Algorithms UEA3 and UIA3 that are based on ZUC.
We have applied state-of-the-art cryptanalytic techniques on the stream cipher ZUC, and found no practical attacks. We believe that ZUC offers a sufficient security margin against current cryptanalytic techniques. In view of the very fast evolution in the field of cryptography and particularly stream ciphers, we recommend to update this evaluation three to five years from now.
The Confidentiality Algorithm UEA3 is based on ZUC and provides strong confidentiality protection. The Integrity Algorithm UIA3 provides message authentication with an adequate security level. The key size of 128 bits for both UEA3 and UIA3 should provide security against exhaustive search for the next 30 years. For long-term protection against time/memory trade-offs, it would be recommended to increase the unpredictable part of the initialization vector for UEA3. The security offered by the MAC size of 32 bits is acceptable for the intended application, but does not offer a comfortable margin for the

next 10 to 15 years. Moreover, the MAC algorithm is not as robust as one could hope against nonce reuse attacks, hence the deployment requires particular care for the implementation.
Finally we observe that our report is the result of only a limited time of review. Others with more time and dedicated resources may well find attacks that we have not been able to identify during our review.
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� It’s optimistic to assume that an attacker can intercept keystreams, rather than just encrypted versions of unknown messages; but this is the standard attack assumption when we are trying to design a cipher that will be secure irrespective of what’s being encrypted.





