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1
Decision/action requested

It is proposed for SA3 to discuss the below in detail and approve the attached CR S3-090922.
2
References

[1] TS 33.401
3
Rationale

3.1 Problem

NAS security context shall be refreshed in UICC or non-volatile memory of ME only at the end of transition to EMM-DERIGSTERED or transition from ECM-CONNECTED to ECM-IDLE. See section 7.2.5 and 7.2.6 in TS 33.401.
Assume that the UE has stored the NAS security context (either on the UICC or in non-volatile memory of ME). After the UE stored the context, one or more NAS messages are sent and/or received to/from the MME, especially when UE is in active state. In this case the active context in volatile memory of ME is different from the stored one. In particular, the NAS COUNTs will be higher in the active context compared to the stored one.
The NAS security context stored in UE is marked as invalid during UE is in active state. Generally, it’s a long time. Any unexpected crash in this period can make said security context unuseful.
If the battery in the UE is drained or the UE crashes for some other reason the UE will lose the connection to the network. The UE will, when coming back up, try to retrieve the stored NAS security context from UICC or non-volatile memory of ME. Since the stored NAS security context has been marked as invalid according to current specification [1], UE has to perform EPS AKA with core network and then derive a new EPS NAS/AS security context.

It is very likely that, only the NAS COUNTs of the stored NAS security context marked as invalid is not synchronous with the values of that stored in MME wherein they are updated real time.. It is better to optimize the current procedure to reuse the stored EPS NAS security context as possible and avoid  unnecessary EPS AKA procedure .
3.2 Possible solutions: Refresh NAS keys or NAS COUNTs real time
A possible approach is to make sure that the NAS COUNTs or NAS keys to be refreshed in UICC or non-volatile memory of ME every time the NAS security context changes, e.g. NAS COUNT increases by one. This is not so attractive from an efficiency point of view, especially if the NAS security context is stored on the UICC. Frequent interactions between ME and UICC bring heavy burden to UE, and decrease battery lifetime markedly.
4
Detailed proposal

4.1 Synchronization at attach
Since the problem is due to the UE storing the security context, it is reasonable to consider if the problem can be solved by optimizing security context storage mechanism in the UE. Below is a simple approach to synchronizing NAS security context between UE and network.
Instead of refreshing NAS COUNTs or NAS keys real time discussed above, the stored NAS security context can be refreshed not so frequently, for example, at every time NAS OVERFLOW part of NAS COUNT increases by one, that is to say when the NAS SQN wraps around. 

When UE transits to EMM-REGISTERED, the ME shall mark the stored NAS security context as “non-updated” instead of “invalid” since it may be re-used under some conditions.

When UE transits from ECM-IDLE to ECM-CONNECTED, the ME shall mark the stored NAS security context as “non-updated” instead of “invalid” since it may be re-used under some conditions.
When UE transits to EMM-DEREGISTERED or transits from ECM-CONNECTED to ECM-IDLE, the ME shall mark the stored NAS security context as valid, which is the same as current conclusion.
When UE is powered on and detects the stored NAS security context is marked as non-updated, ME can set all the NAS SQN bits to ‘1’ to ensure that the corresponding NAS uplink COUNT has never been used, and use said NAS uplink COUNT to integrity protect the Attach Request message. In order to inform MME that UE needs to synchronize NAS security context especially the NAS COUNT value with MME, UE should add an indicator in Attach Request message. The MME could be able to find out from the indication whether UE’s NAS security context can be used directly or the NAS sec cxt could be used after synchronization between UE and MME. As for said indicator, for example, we can set 0 to indicate valid and 1 to indicate non-updated and vice versa.
If MME receives an Attach Request message with the above non-updated indication, it should re-construct a NAS uplink COUNT with all the NAS SQN bits to 1 and then verify the integrity of the Attach Request message. If successfully verified, MME should refresh its NAS uplink COUNT with all the NAS SQN bits to 1. Then MME should use its locally stored NAS downlink COUNT to protect the following downlink NAS messages. If verification fails, re-authentication will be triggered by the MME.
When UE receives the first downlink integrity protected NAS message, for example Attach Accept, it should use the NAS downlink SQN included in this downlink NAS message to construct a NAS downlink COUNT and verify the integrity of this downlink NAS message. If successfully verified, UE should use said NAS downlink NAS COUNT as its current NAS downlink COUNT value. By this way UE and MME share a refreshed EPS NAS security context without invoking an EPS AKA, and should use it to protect following NAS traffic.

4.2 Operation at a normal power cycle

In case the ME is powered off due to normal operation, the ME shall update the EPS NAS security according to clause 6.4 in TS 33.401. When UE is powered on again, ME shall retrieve the stored native NAS security context and use it to protect following NAS traffic. The MME receives the valid indication and acts according to current specification. .  
4.3 Backward compatibility consideration
Two kinds of ME and MME respectively are involved below:

· ME: The ME is a (Pre-) R8 terminal incapable of identifying the stored EPS NAS security context updated or not.

· ME+: The ME is an enhanced terminal capable of identifying the stored EPS NAS security context updated or not and adding an indication to inform MME said status. 

· MME: The MME is R8 MME incapable of check the said indication added by UE in attach.

· MME+: The MME is an enhancement MME capable of check the said indication added by UE and synchronizing EPS NAS security context with UE in attach procedure if the stored EPS NAS security in UE is non-updated.
Case 1 (ME and MME)

In this case, the handling of EPS NAS security context is the same as Release 8, i.e. invalid EPS NAS security context in UE shall trigger an EPS AKA.

Case 2 (ME and MME+)

In this case, the ME shall not add indication information in Attach Request message. The UE shall not integrity protect the Attach Request if stored EPS NAS security context is marked invalid. Without the indication information, the MME+ should treat the ME as a (Pre-) R8 terminal and act as a R8 MME.

Case 3 (ME+ and MME)

In this case, the ME+ shall add indication in Attach Request to inform MME to synchronize the EPS NAS security context if the stored NAS security context in UE is non-updated. The MME will ignore the indication included in Attach Request messsage and act as a R8 MME, i.e. failure in integrity verification will trigger an EPS AKA.
Case 4 (ME+ and MME+)

In this case, the ME+ shall add indication in Attach Request to inform MME to synchronize the EPS NAS security context if the stored NAS security context in UE is non-updated. After checking the non-updated indication, the MME+ shall verify the integrity of Attach Request message and synchronize the EPS NAS security context with UE.
So, the backward compatibility can be resolved as the above analyses.
4.4 Comparison and conclusion

The table below shows comparison from efficiency, battery lifetime and complexity between the two approaches discussed above:
	
	Refresh real time
	Synchronization at attach

	Efficiency
	Update every time NAS sec cxt changes, e.g. NAS COUNT changes:

LOW 
	Update every time NAS OVERFLOW changes:

HIGH

	Battery lifetime
	Frequent interactions between ME and UICC:
Decrease MARKEDLY
	Acceptable interactions between ME and UICC:
Decrease A LITTLE

	Complexity
	LOW
	NOT MUCH complex


Table 1: Comparison between Refresh real time and Synchronization at attach

It has been shown that refreshing NAS security context real time is low efficient. Further, a simple and low cost approach to refreshing the NAS security context at attach has been described, which solves the problems of NAS security context de-synchronization at Attach procedure.






