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1
Introduction
This contribution is aimed at solving the editor's note in clause 6.1.1 regarding storage of NAS security context in the UE.
2
Analysis
2.1
Problem
Assume that the UE has stored the NAS security context (either on the UICC or in non-volatile memory in the ME). After the UE stored the context, one or more NAS messages are sent and/or received to/from the MME. In this case the active context is different from the stored one. In particular, the NAS COUNTs will be higher in the active context compared to the stored one. If intra E-UTRAN handovers has occurred, also the {NH, NCC} values of the NAS security context will differ.
If the battery in the UE is drained or the UE crashes for some other reason the UE will lose the connection to the network. The UE will, when coming back up, set the active NAS security context equal to the stored one ("read back the context"). This implies that the next NAS message sent by the UE will be re-using NAS COUNT values resulting in key-stream re-use on NAS level, possible failure of replay protection, etc. On AS level there will also be key-stream re-use, as NAS UL COUNT is the freshness parameter for KeNB derivations. Further, if the {NH, NCC} was updated multiple times before the UE lost the connection, there will be key de-synchronization on AS level (due to wrap around of the NCC) at the next intra E-UTRAN handover.

2.2 Possible solutions
2.2.1
Use of FRESH as in UMTS
In UMTS the RNC includes a nonce (called FRESH) in the RNC SMC. This FRESH value is input to the integrity algorithm and is first used in the RNC SMC. This mechanism cannot be used in LTE since if the UE has read back the context, the context will be used to integrity protect the initial NAS message in the uplink, and this happens before the NAS SMC (or any other NAS message) is sent by the MME. A FRESH mechanism as used in UMTS does not help against the possible de-synch of {NH, NCC} either.
2.2.2
Refresh NAS keys or KASME

A different approach is to make sure that the NAS keys or the KASME is refreshed every time the UE uses the NAS security context. This is not so attractive from an efficiency point of view, especially if the NAS security context is stored on the UICC.

Instead, the NAS security context could be refreshed only when the UE reads back the context from the storage.

If only the KNAS-enc and KNAS-int are updated at when the NAS security context is read back, the derivation of KeNB using the UL NAS COUNT will still result in that the same KeNB is derived multiple times, and hence key-stream re-use on AS level will occur. Therefore it seems prudent to update the KASME instead to ensure that both AS and NAS level keys are updated appropriately.
Since the problem is due to the UE storing the security context, it is reasonable to consider if the problem can be solved by storing even more data in the UE. Below is a simple approach to refresh the KASME using a counter stored in the NAS security context.
A counter based approach
1. When the UE establishes a new KASME (i.e., runs AKA or performs IRAT mobility to E-UTRAN), it sets a counter called Attach Request Counter (ARC) equal to zero. Note that switching to a cached NAS security context does not reset the ARC, but rather the ARC is cached as a part of the NAS security context.
2. The ARC is used as input to a key derivation taking also the old KASME as input. This ensures that the NAS keys and AS keys are fresh, and hence, if the NAS COUNTs are re-used it does not matter.

3. When the UE sends a NAS Attach Request it includes the (least significant bits of) ARC in the request, increases ARC by one and stores the result together with the stored NAS security context. This requires communication with the UICC in case the context is stored on the UICC, but NAS Attach Request is likely to be less frequent than IRAT mobility cases, where the stored context is updated, so that should not be a problem.
4. The MME checks that the received value of the ARC is higher than previously received. If this is not the case a new AKA is run. This gives the MME control of that NAS keys are not reused. The UE has control over that the NAS keys are not re-used, since it increases the ARC at every Attach Request.
An example is shown in the figure below.
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Counter based approach to freshen NAS keys.
2.2.3
Operation at a normal power cycle
In case the UE is powered off and on again due to normal operation, the ARC could in principle be left non-increased since the NAS COUNTs would have been increased from the last NAS message. However, this would lead to that the MME has no control over if NAS keys are re-used, since it must accept that the ARC has not increased. Therefore the ARC shall always be increased when sending an Attach Request.
3
Conclusion

It has been shown that a FRESH mechanism as used in UMTS is not appropriate in E-UTRAN. Further, a simple counter based approach to refreshing the KASME at attach has been described, which solves the problems of re-use of NAS COUNT values.
4
Proposal
It is proposed that the counter based approach to refreshing NAS keys at attach is agreed and that the CR in S3-090145 is approved. 
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