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We propose to include the previously agreed upon list of IMS UC threats, from S3-081374, into PUCI TR 33.XXX section 5, by including the text given in the form of a pseudo-CR below. The proposal is to restructure section 5 into subsections dealing with each one of the threats given in the list, while keeping as much as possible of the previous text incorporated into this new structure. Thus, the unmodified text (not change marked) constitutes original text segments. The order of these has been changed to fit into the new structure. Other modifications have been change marked. It is further proposed that the discussion on relations to TISPAN requirements is moved to a separate section, exclusively devoted to discussing requirements.
*** BEGIN CHANGES ***
5.
PUCI Risk Analysis


A necessary starting point before contemplating protection mechanisms is to understand the threats. These are not limited to violations of privacy, as there can potentially be more serious secondary effects. In the following discussion, we consider a set of threats and related scenarios as a means for arriving at requirements for a protections mechanisms..











5.1
UC Threats & Scenarios
In this section we discuss UC threats against IMS and illustrate with concrete scenarios. These scenarios are used as a basis for considering to what extent existing features in IMS could be used to combat the threats, to what extent non-technical (legal and contractual) means might be most effective, and where new technical features are desired. Furthermore, the scenarios serve as context to discuss requirements 
for protection against UC derived in a TISPAN study to examine their validity for 3GPP. Each threat, with relevant scenarios, is discussed in one of the following subsections.
5.1.1
Privacy Violation
The privacy violation threat refers to the typical spamming scenario where user attention is diverted to answer an unsolicited call or to sift through large amounts of unsolicited unwanted communications. A related variant is where group communication mechanisms are leveraged by the attacker to increase impact. 
5.1.1.1 
Privacy Violation Scenarios
5.1.1.1.1
Bulk UC (Advertising)
In this scenario an attacker sends bulk UC for advertisement purposes, for instance through pre-recorded voice messages (SPIT) or traditional telemarketing. Both non-technical and technical means may be employed to counter this threat, and the UC may be originating either from within the IMS system or from the outside, through interworking with other systems.
5.1.1.1.2
Targeted UC (Stalker)
Targeted UC arises when the UC is focused to one user





. Here we take an example of a user who does not want to receive calls from a given person, e.g. a stalker. Such cases apply to 3GPP IMS and otherwise.
5.1.1.2
Privacy Violation Risks
In terms of consequences, the latter case involving a stalker, or similar malicious caller, is the more serious to the attacked user, but technical means already exist in IMS to address it. Nevertheless, both constitute a threat against the user’s privacy, and the perceived severity of bulk UC will depend greatly on the frequency of it occurring. To the operator, the main problem is the risk of complaints and secondary effects discussed separately as other types of threats below.
At a certain point, where the frequency of UC is sufficiently high, there is a risk that some users may start abandoning the service, perceiving it as unusable. In this case, a further consequence might be that the service receives negative publicity influencing the likelihoof of adoption by other subscribers. In this discussion, this is highlighted as a separate secondary threat (Section 5.1.10), leading to loss of revenue and very significant consequences to the operators. The purpose of sending UC may also be for the attacker to achieve certain secondary goals, or may inadvertently lead to secondary effects, that are more severe for the user and/or operator. These are treated as separate threats in the following sections.

5.1.1.3
Measures for Protection Against Privacy Violation
We consider each of the two scenarios separately.

5.1.1.3.1
Measures Against Bulk UC

We first consider measures to protect against Bulk UC (Section 5.1.1.1.1). Available non-technical means include:
1 Regulatory measures, such as, “do not call” lists (possibly coupled with enforcement). This has worked quite well for PSTN telemarketing calls in some countries, but has the drawback that legal measures are limited to national jurisdictions. It is, thus, unclear what will happen if calls are originated across national borders.

Such regulatory measures are likely to be more effective than any technical means for scenarios such as advertising by reputable telemarketing companies, i.e., that have a reputation to protect. However, it is less likely to be successful to avoid marketing of illicit products, or scams, where the originator attempts to conceal its identity, or marketing from players who attempt to circumvent the rules (possibly through international calls).
2 Service Level Agreements (SLAs) between operators that prohibit UC in traffic exchanged between operators.

Again, likely to be of greater importance than any specific technical means are agreements between operators not to propagate UC. Since traffic in an advertising scenario may mean revenues for one operator while causing problems for another, agreements will require careful considerations of definitions of UC. On the other hand, operators receiving UC are in a stronger position to enforce rules, and may have incentives for doing so if costs arise due to complaints.
Available technical means in IMS include:
1 Strong sender identities (in the sense that they cannot be manipulated by the sender) such as the Network Asserted Identity. Not a solution in itself, but a necessary building block to ensure accountability in the system, and to enable certain originator-based filtering functions.
2 Supplementary services can be used to implement some functionality for UC protection:
a Blacklists and whitelists could be implemented using Incoming Call Barring, Anonymous Call Rejection, and Closed User Groups.

b Automated handling of suspected UC could be implemented using Call Diversion on Originating Identity,

c Accountability for transgressions could be aided by use of Malicious Call Identification.
Technical means currently missing for dealing with this type of scenario include:

1 Identification of UC. Both enforcement of regulations/SLAs and technical protection mechanisms require some means for identification of UC. UC could be identified by subscriber or, potentially, a network-based mechanism to correlate user behaviour. Identification of UC through complaint calls to customer service centers are likely to be costly for the operator and cumbersome for the subscriber. Thus, if UC becomes a significant problem, a more user friendly and cheaper means for reporting UC is motivated. 
2 Providing contextual information about incoming communications to the recipient. For cases where the recipient does not know the originator, features such as Originator Identity and Call Barring are of limited use to protect against UC. In those cases the user might benefit from additional contextual information regarding the incoming communication, such as an indication from the system that it may be UC, information regarding the trustworthiness of the originator identity, or possibly information about whether a call is charged for or free (flat rate). 
3 Leveraging of UC reports across users. If many users have already complained about UC and the source can be identified, it could be justified to warn other subscribers as they receive incoming communications. This would require technical means to correlate UC identification information, and to be able to pass it to subscribers and possibly between parts of the system. However, leveraging user feedback reports amounts to constructing a negative reputation system regarding subscriber behaviour, which has known security vulnerabilities. These, vulnerabilities also need to be carefully considered.
Consequently, in addition to the stated available means to deal with UC, the 
6 
following could be done to provide further protection functionality:
1 
2 The operator should be in a position to be able to monitor and logg such behaviour. For IMS, this could be expressed as the requirement: The IMS should provide the ability to the operator to extract information from the signalling or other means to provide an indication whether the communication is unsolicited. This also means that a given network should be able to identify a UC and mark it based on some processing.
3 The user should be able to report about UC to the operator so as to avoid further occurrences. Expressed as an IMS requirement it could be stated as: The IMS should provide a means for IMS-users to report communication as a UC.

4 The operator should be in position to capture auditable logs of the request from the user so as to avoid any future legal issues. In terms of a requirement this can be expressed as: Reports of UC made by IMS-users should be auditable by the IMS.

5 Means should be there for the operator to notify the receiver of a UC if the operator is not allowed to block the call.
5.1.1.3.2 Measures Against Targeted UC

Technical means to deal with targeted UC already exist in IMS in the form of Malicious Call Identification (MCID) and Call Barring (CB) supplementary services. Hence, it is not clear that further technical means are required to handle this type of scenario.

5.7 
5.8 
5.9 
5.10 
5.1.2
Contentious Incoming Call Service Charge
The contentious incoming call service charge threat refers to scenarios where a subscriber invokes a supplementary service that results in charges for incoming communications, e.g., call forwarding. This could result in additional charges induced by reception of SpIM/SpIT traffic, thus constituting a threat against the user’s account credit. The subscriber is likely to raise objections in such cases, leading to a contentious charge.
5.1.2.1
Contentious Incoming Call Service Charge Scenarios
5.1.2.1.1
UC While Call Forwarding is Enabled
The only distinguishing feature of this scenario compared to Bulk (or Targeted) UC scenarios above, is that the recipient has enabled call forwarding, and thus gets charged for the UC being forwarded from one device to another. 
5.1.2.2
Contentious Incoming Call Service Charge Risks

Since the subscriber gets charged for the incoming UC, it constitutes a threat against the subscriber’s account credit. Moreover, the subscriber may find being charged for a call he or she did not want to receive in the first place highly objectionable, and there is a risk of complaints to the operator regarding the billing, leading to customer care costs for the operator.
With charges resulting from the UC being a more serious consequence to the user than, for instance, merely receiving advertising UC, there is a higher risk for a negative perception of the service. Hence, there is a also greater risk to the adoption of the service than from the privacy violation threat alone.
5.1.2.3
Measures for Protection Against Incoming Call Service Charge
In order to avoid customer care costs arising from such a scenario, or to expedite the handling of such calls to the customer service center, it could be useful to provide a UC feedback mechanism such that the system can collect information regarding such incidents. Hence, 

1 The user should be able to report UC to the operator so as to simplify handling of charging disputes or even automatically avoid certain cases of contentious charges. Whether connections to charging should part of the requirements is FFS. 
5.1.3
Contentious Roaming Cost
Roaming subscribers are typically charged for incoming calls and messages, thus leading to a contentious roaming cost threat, similar to the previous case with supplemental services. SpIM/SpIT traffic targeting a user who happens to be roaming can induce an additional cost for the subscriber, constituting a threat against the user’s account credit.
5.1.3.1
Contentious Roaming Cost Scenarios
5.1.3.1.1
UC While Roaming

In this case, the UC is received by a subscriber while roaming, leading to extra charges for receiving the call. Consequently, this case is essentially the same as the UC While Call Forwarding is Enabled scenarios.

5.1.3.2
Contentious Roaming Cost Risks

The risks in this case are the same as for the Incoming Call Service Charge threat (Section 5.1.2).
5.1.3.3
Measures for Protection Against Contentious Roaming Cost
Since this case is essentially the same as the UC While Call Forwarding is Enabled scenario (Section 5.1.2.1.1), the implications for protection are the same.

5.1.4
Non-disclosure of Call Back Cost
The non-disclosure of callback cost threat refers to a scheme where a SpIM/SpIT is used to trick a subscriber into contacting back to a number or address that carries a surcharge, without disclosing the existence of the additional charge. Thus, the subscriber does not realize the additional cost until afterwards. This is a threat against the user’s account credit.
5.1.4.1
Non-disclosure of Call Back Cost Scenarios

5.1.4.1.1
Baiting for Premium Number Call Back
In this case, the example is an attacker who calls numbers and disconnects after one-ring. The attacker expects that the called party will be curious enough to call back. The number used by the attacker is a premium number. Thus the attacked user looses a lot of money if he/she calls back. This kind of attack is common in mobile communications systems and thus is valid for 3GPP IMS. 
5.1.4.2
Non-disclosure of Call Back Cost Risks

The economic aspect of this threat is similar to the Contentious Incoming Call Service Charge threat (and Contentious Roaming Cost threat), although dependent on user behaviour rather than a direct result of the UC. Thus, the risk can, potentially, also be reduced by changes to user behaviour, or warnings regarding the consequences of calling back, as well as preventing the UC directly.
5.1.4.3
Measures for Protection Against Non-disclosure of Call Back Cost

This leads to:

1 Users affected by such attack and who want to avoid further occurrences need a way to indicate to the service provider that the unsolicited communication gets blocked in future. This can be accomplished through the existing Call Barring (CB) supplementary service. However, mechanisms, as indicated in Section 5.1.1.1, for leveraging input from some subscribers to protect others could also be very useful in this type of scenario.
2 Operators should have means to capture auditable log such requests to avoid legal implications .This was also mentioned earlier in Section 5.1.1.1.
It should be possible for the operator to indicate that a given call is a UC, as mentioned earlier in Section 5.1.1.1.
5.1.5
Phishing
Phishing refers to forged communications that attempt to obtain sensitive information from users, such as login credentials or information to be used for identity theft. The attacker’s objective is often monetary gain, so it often constitutes a threat against the user’s finances.
5.1.5.1
Phishing Scenarios

5.1.5.1.1
Messaging Phishing for Bank Account Information

The Messaging Phishing for Bank Account Information scenario is, in all essentials, identical to email phishing scams that have been perpetrated against several banks. The only distinguishing feature being that a messaging service is being used instead of email to distribute the phishing message with a web link. A successful attack in this case would hinge on the attacker being able to make it plausible that the bank would choose this medium to contact its customers. But it is not unreasonable to assume, that at some point messaging might come into use as yet another means for businesses to handle their customer contacts.
5.1.5.1.2
Voice Phishing for Identity Theft
In the Voice Phishing for Identity Theft scenario, the attacker’s objective is to convince the callee to divulge personal information that can be used to obtain credit in the name of the callee. This might be done, for instance, by claiming that the callee has won a prize and certain information is required for the person to be able to collect it.
5.1.5.2
Phishing Risks

Phishing represents a serious threat against the user’s finances, and a perception that the service is unsafe could strike a serious blow against attempts to use the devices for financial services.
5.1.5.3
Measures for Protection Against Phishing
One thing to note is that in the messaging case, the UC distribution is only one step in a phishing attack, which might also be countered by blocking other steps; for instance, through URL filtering against known phishing sites. 
If the phishing attack is highly targeted, there is probably very little that can be done to block the UC step, as there is little previous information to take advantage of for protection. However, for bulk attacks, which is frequently the case, being able to correlate UC information (user feedback or based on traffic) to warn users would be useful, and leads to similar technical considerations as discussed in Section 5.1.1.1.1.

5.1.6
Network Equipment Hijacking
The user equipment hijacking threat refers to an attacker compromising (an) IMS network element(s) to send unsolicited communications (presumably in bulk). This is a threat against the network resources and to any sensitive unprotected information stored on or going through the network. 
5.1.6.1
Network Equipment Hijacking Scenarios

5.1.6.1.1
Compromised IMS Network Element
In this example scenario, an 

IMS network element, e.g. Application server, is compromised. An IMS network entity gets hijacked by an attacker who installs a software/Trojan that is able to initiate bulk unsolicited communication. This hijacked entity now places random calls to users of the network to distribute, for example, a pre-recorded message. 
5.1.6.2
Network Equipment Hijacking Risks

Clearly, unauthorized injection of traffic into the network is a serious threat to the operator’s business. Unfortunately, compromised network equipment might render protection measures useless. On the other hand, protection measures that are not included might provide an early warning of UC injection. Moreover, effective protections against UC might reduce the incentive for certain attacks against the infrastructure by removing this possibility.
5.1.6.3
Measures for Protection Against Network Equipment Hijacking

Although the network should have means to identify such a hijack there could also be means to monitor the behaviour in the network and for users to report such activities. Looking at such attack, the following could be done:
1 The operator should be in a position to monitor and logg such behaviour. Thus, the IMS should provide the ability to the operator to extract information from the signalling or other means to provide an indication whether the communication is unsolicited. This also means that a given network should be able to identify a UC and mark it based on some processing.
2 The user should be able to report UC to the operator so as to avoid further occurrences. Hence, the IMS should provide a means for IMS-users to report communications as UC.
3 The operator should be in position to capture auditable log the request from the user so as to avoid any future legal issues. This requirement can be expressed as: Reports of UC made by IMS-users shall be auditable by the IMS.
5.1.7
User Equipment Hijacking

The user equipment hijacking threat refers to the attacker distributing malware through unsolicited communications, e.g., in messages or as multimedia attachments to calls, and thus gaining control of the user equipment. This is a threat against the user’s equipment resources and to any sensitive information stored on or going through the device. A related threat that is possibly less likely but even more serious, is the attacker being able to also distribute malware to some of the staff managing the network, and thus by extension potentially gaining (some form of) control of the network itself.
5.1.7.1
User Equipment Hijacking Scenarios

5.1.7.1.1
Botnets Using User Equipment 
Botnets are created by hijacked user equipment with valid identities. This equipment can participate in generating bulk UC by a hijacker. This can happen to any user equipment, whether it is part of 3GPP IMS or not.
5.1.7.1.2
Malware DistributionThrough Bulk UC
In this scenario malware is distributed as an attachment or through a download link in bulk UC. The motivation could be, e.g., to build a botnet.
5.1.7.2
User Equipment Hijacking Risks

User equipment hijacking entails serious risks for the users, including using device resources and the user’s account for illicit activities, and possible exposure of any sensitive information stored on the device. For the operator, the origination of UC within its network can lead to several negative consequences captured in this list of threats, and also potential negative consequences if UC is passed to other operators.
5.1.7.3
Measures for Protection Against User Equipment Hijacking

The solution for this issue is similar to that discussed in Section 5.1.1.1.1 and thus the same requirements apply here. The botnet scenario also implies that the operator should be able to associate UC originating within the network with specific user equipment.

The botnet scenario can be further extended. Now that the infected user equipment is labeled as someone causing UC there should exist means for the user to get out of the list of UC attacker be it an individual (user) list or a global list. This brings us to the following:
1  A given user should have possibility to request the operator for the reason why he/she is considered as a UC attacker
2 The user should also have the possibility to challenge the decision of being listed as a UC attacker and so should the operator have means to defend itself.
Further it is possible that the operator is able to identify that the communication is UC, in such case the operator should be able to signal UC information to the user. Such information might also flow through intermediary networks. The intermediary network should pass the PUCI information and not strip it off the packet. This requirement is also valid for the case where the regulatory body requires. 

Further, if the reality from the PC world where a large percentage of all PCs are suspected of having been infected and are operating as botnet nodes is any indication, it may be unwise to block UC just based on identity of the sender, since a sender node may send both perfectly legitimate packets most of the times but also act as a botnet node that send out SPAM. Thus, in-session detection, rating, and response methods may be highly desired to deal with botnet nodes. A suite of new requirements that had not been anticipated in the TISPAN TR may need to be considered to deal with botnet scenarios. In addition the user might not always want to block calls but might want specific actions to be taken, this could be for example for calls coming from a friend’s terminal. In such case the user might not want the calls to be blocked but might want to be able to check it before responding by sending the call to a voice mail service
5.1.8
Sender Impersonation UC
In the process of sending, for instance, phishing messages, the sender will want to mask his/her true identity and assume the sender identity of some other entity. Thus, the sending unsolicited bulk communications in some forms are tightly linked with sender impersonation threats. The sender impersonation threat is a threat against accountability in the system.
5.1.8.1
Sender Impersonation UC Scenarios

5.1.8.1.1
Forged Sender UC Received through Interworking with VoIP Operator
Given the used of network asserted identities, and the relatively controlled environment of IMS, forged sender information is less likely to be a problem than in general Internet services. However, there is a concern that interworking with services such as non-IMS VoIP with less stringent security could lead to injection of UC, possibly also with forged sender information into IMS through the interworking points. 
5.1.8.2
Sender Impersonation UC Risks

Scenarios with forged sender information could undermine the trust in the relatively stronger identity information that does exist in IMS unless there is a distinction that is obvious to the user.
5.1.8.3
Measures for Protection Against Sender Impersonation UC
The possibility of UC with forged sender being received over interworking points suggests that:

1 The system should be able to inform the callee of contextual information regarding the call, specifically such as the fact that the sender identity may be less trustworthy than if the call had been initiated within IMS. 
5.1.9
Unavailability of Service or Degraded Service Quality

Large volumes of bulk communications used in these scenarios may deviate significantly from normal use cases and thus might significantly exceed the assumptions made for capacity dimensioning. Consequently, there is a risk of degraded service quality or even denial-of-service conditions arising in the system.
5.1.9.1
Unavailability of Service or Degraded Service Quality Scenarios

5.1.9.1.1
UC flood leads to Degraded Service Quality

This scenario involves a sudden and excessive load on the system from UC distribution, such as the Bulk UC scenario in Section 5.1.1.1 resulting in degraded service quality. 
5.1.9.2
Unavailability of Service or Degraded Service Quality Risks

Besides loss of revenue to the operator, degraded quality or unavailability of service could also lead to damage to the brand, which could have much more serious financial consequences.
5.1.9.3 Measures for Protection Against Unavailability of Service or Degraded Service Quality
Technical considerations:

1 Issues of degraded service quality would, in general, need to be dealt with through QoS mechanisms or DoS protection to limit traffic. However, since DoS traffic can be virtually indistinguishable from normal traffic there can be a significant problem to determine what traffic to limit. Consequently, mechanisms for identification of UC could be very useful for identifying the appropriate traffic to limit.
5.1.10
Negative Service Preconception Leading to Non-adoption

Negative publicity from some users’ experiences of unsolicited communications could induce negative preconceptions about the offered service among large numbers of potential users, resulting in a failure in the market place. This threat is highlighted for completeness, as a potentially serious consequence of not addressing UC-related issues. However, it is a secondary result of the previously discussed threats and, as such, does not imply any further technical requirements on the system.
To start the discussion we present the requirements from TISPAN below. These requirements are referred to in the following sub-sections. These requirements are then presented as 3GPP requirements in Chapter 6. It is noted here, however, that TISPAN requirements should be considered as providing a ‘basis’ of requirements but not an already completed requirement set. Any new requirements are of course FFS for the TR. 
TISPAN UC requirements [1]:

R-UC-1: 
The NGN shall provide a means for NGN-users to report calls as UC

R-UC-2: 
Reports of UC made by NGN-users shall be auditable by the NGN.

R-UC-3:
The NGN should provide the ability for an affected user to request the rating of an UC call 

R-UC-4:
The NGN should provide the ability for an affected user to challenge the ratings made by the UC detection system. 
R-UC-5:
The NGN should provide the ability to the affected CSP to extract from the call signalling sufficient information to provide a UC rating for the call

R-UC-6:
The NGN should provide a mechanism to convey the UC rating in the call signalling

R-UC-7:
The NGN should provide a mechanism to allow variation in the call handling for calls with particular UC ratings
The scenarios are categorized as:

1 Bulk UC: normal UC that is send to a large number of people
2 Explicit UC:

(a) Normal UC: normal unsolicited call targeted at a individual

Malicious UC: calls that are originally malicious in nature


*** END OF CHANGES ***






�The requirements discussion was moved


(Explanatory comment. To be removed.)


�This remaining text should be moved into a separate section discussing requirements
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