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1
Introduction
At SA3#51 the use of cached KASMEs was introduced. It was also realized that the introduction of these leads to problems with key collisions at IRAT handover. This contribution provides analysis of the problem and proposes a solution.
2
Analysis
2.1
The problem(s)
At IRAT handover from E-UTRAN to UTRAN/GERAN, the CK/IK or Kc is derived from the currently used KASME by the MME using the KDF. In the other direction, the KASME is derived from the CK/IK or Kc in the MME using the KDF (but different input parameters of course). From hereon only UTRAN is considered, since Kc can be derived from CK/IK using the already existing key conversion functions in UMTS. The chaining of keys has the effect that when a UE moves between the two accesses several times there is always a fresh key (CK/IK or KASME) that is used at the start of the communication.

However, since it was agreed to include a so called "cached" KASME at SA3#51, this is not always the case any more. The problems that occur is depicted in Figure 1.
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Figure 1. Problem case where the same CK/IK, K_ASME and K_eNB are derived multiple times.
Note that the problem only occurs when the cached KASME is taken into use in E-UTRAN. If the E-UTRAN continues to use the mapped KASME until the UE moves back into UTRAN, there will always be fresh keys in use.

The problems exist both for CONNECTED mode handovers and IDLE mode mobility (if the UE goes into CONNECTED mode after the idle mode mobility).

For UTRAN this is causes no problems, since the FRESH value sent from the network to the UE is included in the encryption and integrity algorithms, guaranteeing that no key stream re-use will occur. In GERAN/GPRS this would however lead to key-stream re-use.
For E-UTRAN this also causes key-stream re-use. Since the KASME is the same as last time, this means that the KeNB, which is derived from the KASME and a NAS COUNT of zero will be the same (and hence also the encryption and integrity keys will be the same), leading to key-stream re-use for RRC and UP. In addition, the NAS keys will remain the same, and because NAS COUNT is also reset at the handover, there will be key stream re-use also for NAS.

2.1
Possible solutions

2.1.1
Modifying procedures for only one or both directions

There are several possible solutions to the problem. On the highest level, one could affect either the handover from UTRAN to E-UTRAN and from E-UTRAN to UTRAN separately, including something in the key derivations of CK/IK and KASME respectively. However, if one notes that by affecting only the E-UTRAN to UTRAN handover, the other direction will come for free, there is only need to modify one of the procedures. Therefore only the key derivations from E-UTRAN to UTRAN will be considered in the sequel.
2.1.2
Including freshness value in KDF deriving CK/IK
One possible option is to include some form of freshness value in the derivation of CK/IK from KASME. This could take the form of a nonce sent from the network to the UE, a nonce sent from the UE to the network, or nonces sent in both directions. Other possibilities include sending a counter value from the network or the UE, or use of timestamps. Timestamps are clearly out of the question, due to difficulty in keeping synchronized clocks. As RAN2 previously indicated that they do not prefer to send any additional parameters from the MME to the UE during IRAT handover, sending nonces or sending counters should also be avoided if possible.

This leaves the option of using an existing counter as freshness input to the derivation of CK/IK from KASME. What immediately comes to mind is to use the value of the NAS COUNT (either up-link or down-link) similarly to how the KeNB is derived. In the IRAT HO case there is a problem in that there is no NAS messages sent either in downlink or uplink before the CK/IK needs to be derived and put in place in the target RNC/SGSN. One could still use current value of the NAS counter or possibly the NAS authentication token (used in the P-TMSI signature field in the TAU request message at E-UTRAN to UTRAN/GERAN IRAT handover) as input to the KDF. The NAS authentication token is synchronized by the NAS COUNT. Note that an additional synchronization mechanism was added on top of the NAS COUNT (the MME accepts NAS authentication tokens based on L consecutive NAS COUNTs, for 0 < L <= 10, defaulting to L = 5). The reason for adding this mechanism was that it was not seen as sufficiently reliable to base the synchronization on the NAS COUNT alone. Therefore the use of the NAS COUNT as freshness parameter cannot be considered without the addition of a synchronization scheme, which would imply new signalling (or information elements in existing messages). Note that the NAS token is only used for IDLE state IRAT mobility, and can hence not be used in the case of IRAT handover, which makes it impossible to use as a synchronization source.
An additional problem with this approach is that the uplink and downlink NAS COUNTs will be restarted at zero when the UE moves into E-UTRAN. To avoid that there will be key-stream re-use for NAS, it is necessary to set the NAS COUNTs to the value they had when the cached KASME was used last time. This will cause an arbitrary jump in NAS COUNT sequence, which may disturb the NAS protocol. 
2.1.3
Chaining the cached KASME

A different approach is to chain the cached KASME, similarly to how the KeNB is chained at eNB handovers. In this case, the KASME would be run through the KDF by the MME and the UE at each successful IRAT mobility event to E-UTRAN. It may at first seem a little backwards to do this operation when the UE comes from UTRAN to E-UTRAN, but the following description will clarify that.

When an AKA is run, a KSIASME is associated with the KASME. Assume that the UE is currently connected to E-UTRAN and is using KASME1 with associated KSIASME1. If the UE moves into UTRAN, CK/IK is derived from KASME1.

When the UE moves from E-UTRAN to UTRAN, the key derivations are kept as currently specified in TS 33.401, i.e.:


(CK1, IK1) = KDF(KASME1 , FC-value1 || key-input-type)

The MME caches the KASME1 and associated NAS security context.
When the UE moves back to E-UTRAN from UTRAN, a mapped KASME is used to secure the communication between the UE and the network. This KASME, call it m-KASME1, is derived from CK1/IK1. After an IRAT handover or idle mode mobility to E-UTRAN, a TAU request is always sent by the UE to the MME. The UE signals that it has the KASME1 by sending the KSIASME1 to the MME in the TAU request.
Upon receiving the TAU request from the UE, the MME checks if it has a cached KASME1 which is associated with the same KSIASME1. If not, the MME may chose to continue using m-KASME1 by simply sending the TAU Accept message, or run a new AKA in the TAU procedure, followed by a NAS SMC to switch to that KASME. If, on the other hand, the MME finds the cached KASME1, it does not run a new AKA, but only sends a NAS SMC to the UE. The UE interprets the NAS SMC as the indication to switch to the cached KASME1. Before starting to use the cached KASME1, the UE and the MME runs this through the KDF:


KASME2 = KDF(KASME1, FC-value2)
KASME2 is then used between UE and the MME and will be the source for the CK/IK derivations in the next IRAT handover the UE will do to UTRAN.
So if the UE performs yet another handover to UTRAN, the CK2/IK2 that are derived, are derived from the KASME2, and would hence be different from CK1/IK1. A consequence of this is that if the UE further moves back into E-UTRAN once again, the mapped m-KASME2 would be different from m-KASME1. 
Since the cached KASMEs are chained, they are different every time the UE starts using them in E-UTRAN. An implication from this is that the NAS COUNTs may also be reset to zero or may keep their current values after switching to the cached KASME. This is yet another advantage compared to the counter based approach in Section 2.1.2.
 2.1.3.1
Synchronization issues with KSIASME
As mentioned in Section 2.1.1, there are synchronization problems with the NAS COUNT based approach. In case of KASME chaining, there are also synchronization issues. These are however much less severe. As long as the UE moves back to the same MME every time there are no synchronization problems, but consider the following (maybe contrived, but still possible) scenario: The UE moves from MME1 to SGSN to MME2 to SGSN to MME1. Now the MME2 may have run AKA with the UE when the UE was connected to it, and has assigned the same KSIASME to the KASME as MME1 did to its cached KASME. In this case the UE would send the KSIASME to the MME1 in the TAU request, but MME1 would use a different KASME to integrity protect the TAU Accept and the procedure would fail. After a number of failures the MME would give up and run a new AKA with the UE, so the situation is self healing.
3 Conclusion and proposal
In conclusion, there are advantages in chaining the cached KASME as described in Section 2.1.3 compared to deriving the KASME using a freshness parameter as described in Section 2.1.2. The main advantages being:
· There are no synchronization issues in the normal case
· There are no sudden jumps in NAS COUNT when switching to the cached KASME
It is proposed that SA3 agrees that chaining of KASME according to Section 2.1.3 shall be used to counter the problem, and that the CR in S3-080692 is agreed.
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