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Foreword

This Technical Report (TR) has been produced by ETSI Technical Committee Telecommunications and Internet Converged Services and Protocols for Advanced Networking (TISPAN).

Introduction

This clause is optional. If it exists, it is always the third unnumbered clause.

Clause numbering starts hereafter.
PLEASE AVOID USING AUTOMATIC NUMBERING AS IT IS UNSTABLE.
Check http://portal.etsi.org/edithelp/other/EDRnavigator8_0.chm clauses 5.2.3 and A.4 for help.
1 Scope
The present document reports on the feasibility of counteracting the occurrence of Unsolicited Communications (UC) in the NGN. It also addresses the methodologies on preventing the terminating party from receiving UC. The report takes the form of a TVRA and quantifies the likelihood and impact of UC in the NGN where UC is initiated in a variety of forms.

A definition of the term unsolicited communication and its context is given as used in NGN.

A selection of relevant NGN scenarios are described where UCcan take place. The potential impact on NGN usability is given.

In the context of NGN scenario definitions the applicability, effectiveness and architectural instantiation of UCprevention methods are described.

Relevant objectives and requirements are extracted for the NGN architecture, signalling and security.

A review of applicable regulatory considerations for UC, as well as its prevention, is included.

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication and/or edition number or version number) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.

Referenced documents which are not found to be publicly available in the expected location might be found at http://docbox.etsi.org/Reference.
· OMA-RD-CBCS-V1_0-20060711-C
Categorization Based Content Screening Framework
· OMA-AD-CBCS-V1_0-20060828-D
Categorization-based Content Screening Framework Architecture
· Draft-ietf-sipping-spam-03
The Session Initiation Protocol (SIP) and SPAM

3 Definitions, symbols and abbreviations

3.1 Definitions

For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply:

3.2 Symbols

For the purposes of the present document, the following symbols apply:

<2nd symbol>
<2nd Explanation>

<3rd symbol>
<3rd Explanation>

3.3 Abbreviations

For the purposes of the present document, the following abbreviations apply:

UC
unsolicited communication
CBCS
Categorization Based Content Screening 
SPIT
SPAM over Internet Telephony

SAML
Security Assertion Markup Language

4 General Overview
4.1 Overview

In the email environment the instance of SPAM, the common name used to refer to bulk Unsolicited Communication (UC) where the benefit is weighted in favour of the sender, has proliferated in recent years. As the NGN moves towards adoption of similar protocols for signalling and transport as email there is a threat that similar UC phenomena will migrate to the NGN and may escalate in severity. 

NOTE:
UC exists in the pre-NGN PSTN and is often treated as nuisance calls.

In order to be considered NGN Unsolicited Communication (UC), the characteristics of a call that allows it to be classified as UC have to be defined. The characteristics of telephony require that in the general case communication is unsolicited. However unsolicited does not mean unwelcome as the criteria for a call being welcome are often in the content, and even unwelcome content does not imply an attack. Unsolicited, in a general sense, simply means “not requested” and does not have anything to do with content, intent or receiver’s perception. 
The aim of security in the NGN is to ensure confidentiality, integrity, authenticity, authority, reliability and availability (in the non-denial-of-service sense) of the services of the NGN. A breach in one or more of these areas may lead to a greater probability that an inbound communication can be characterised as UC. In addition the characteristics of the NGN may lead to greater load on the infrastructure as a result of more attempts to deliver UC.

In order to ensure completeness the present document contains lists of Objectives (named OBJx and OBJx_y) and Requirements (named REQx and REQx_y), the purpose also being to facilitate ISO 15408-2 (CC = Common Criteria) completeness checks.  
In the present document SPIT (voice SPAM) is used with the same meaning as UC (Unsolicited Communication).
4.2 Rationale for attacker

The purpose of UC to the attacker (instigator) in the form of SPIT is the same as for SPAM:

Nuisance;

Malicious attack on victim (Denial of Service);

Financial gain.

Most of future UC is expected to be for revenue generating purposes more than for obtrusive reasons.

NOTE:
As described in TS 102 165-1 [] whilst understanding the motivation of the attacker it is not subject to a strict set of metrics.

4.3 Impact on victim

There is more than one victim in UC:

NGN CSP;

NGN Subscriber.

4.4 Overview – high-level

The present document has a focus on unsolicited communication within voice-media.  The high-level objectives of prevention of UC (SPIT) in NGN are presented in this clause.  Lower-level, complementary objectives are found in clause 5.

4.4.1 High-level objectives for NGN assets

4.4.1.1 Basic or non-security objectives

OBJ1

The NGN shall provide the ability of Identifying UC

For preventing UC in the NGN this kind of communication has to be identified first. To get this information several approaches can be applied:

· Observing the UE or some end-device of a user of the NGN. Single point approach.

· Observing the interconnection point between two identities in the NGN. 
· Observe the whole NGN

This network screening only focuses to track identified unsolicited communications. How to deal with this kind of communication will be handled in chapter 11.

OBJ2

The NGN shall provide the ability of Marking UC

To handle UC this kind of communication has to be marked. 

Because UC is highly subjective, also this kind of marking has to be scenario or user specific.

i.e. an operator network want’s to know which identity places many calls for accounting or network protection purposes. A single user maybe want’s to receive telemarketing calls, another user doesn’t.

This kind of marking calls for the probability of unsolicitness must be highly granular and user configurable.

OBJ3

The NGN shall provide the ability of Reacting on UC

Because UC is highly subjective a high granular method is needed with this kind of identified communication.

· blocking in advance

· redirecting to a mailbox

· only marking and let the user decide 

4.4.1.2 Security objectives

4.4.2 High-level objectives for environment of NGN
4.4.2.1 Basic or non-security objectives

OBJ4

The NGN shall provide the ability to a user to personalized his UC profile

I.e. As already mentioned before UC is highly subjective. A mechanism is needed where every call can get mapped to the user specified profile.

I.e. a user wants to receive telemarketing calls from a special operator but want’s to get protected from the calls from another one.

4.4.2.2 Security objectives

5 Unsolicited communication scenarios

Unsolicited communication scenarios can be defined based upon the ways the attack happened. In the chapter 5.1 scenarios will be described that could hit a single NGN. In chapter 5.2 scenarios will be described that could effect an interconnected NGN environment.
5.1 Scenarios categorization

The UC scenarios can be categorized according to the participating entities. The following chapters will give a description, the matching patterns and one example to every kind of UC.

The categorization of UC transactions depends on the following elements:

· Originator
The Identity which generates the unsolicited communication

· Network
Network elements along the signalling and the communication path.

· Destination
Target identity which get aimed by the unsolicited communication

5.1.1 Scenario 1: 1-to-1 UC


[image: image1]
One originator places one or several communication attempts towards a single destination. The communication gets rated by the destination as unsolicited, thus all subsequent originator’s initiated communication attempts towards this destination gets rated as unsolicited communication.

UC pattern:

· one originator

· one destination

· one ore many communication attempts

Example: Telemarketing where an originator tries to places calls to one user.

5.1.2 Scenario 2: 1-to-N UC


[image: image2]
One originator places one or several communication attempts towards several destinations / a user group.  For the destination / user group that agreed that the communication was unsolicited all subsequent call attempts from this originator are rated as unsolicited communication.

UC pattern:

· one originator

· several destinations / user group

· one ore many communication attempts

Example: Telemarketing where an originator tries to places calls several users..

5.1.3 Scenario 3: N-to-1 UC


[image: image3]
A group of originators try to communicate with one destination. To identify this kind of unsolicited communication the user has to approve every single originator as unsolicited to protect himself against further communication attempts (see 5.1.1.) or the network  observe the call behaviour within the network to identify unsolicited originators.

UC pattern:

· many originators / a group

· one destination

· one ore many communication attempts

Example: communication attempts through bot networks

5.1.4 Scenario 4: N-to-M UC


[image: image4]
Many originators / a group try to establish communication with many destinations / a group. To identify this kind of unsolicited communication scenarios 5.1.1 to 5.1.3 applies. Strong focus should be on detection patterns within the network to detect this kind of UC and protect the user against this.

UC pattern:

· many originators / a group

· many destinations / a group

· one ore many communication attempts

Example: bot-networks spreading advertisement messages to many users.

5.2 Scenarios in a single domain NGN

The scenarios presented in this clause may also be valid for the multi domain NGN environment.  

The additionally identified scenario of Telemarketing is not addressed in the present document.  Non-obtrusive versions of Telemarketing may be (or become) a business case for some operators.

5.2.1 Scenarios

5.2.1.1 Bulk (recorded) voice messages
The UC of bulk (recorded) voice messages is an operator issue (use of bandwidth or denial of service, specifically other service) as well as an issue for a person on the receiving side, especially if frequently repeated.  Voice messages can come from VMS like systems.

The PrUC objective in NGN is defined as follows:


[image: image5]
5.2.1.2 Bulk (recorded) text messages 
The UC of bulk (recorded) text messages is an operator issue (use of bandwidth or denial of service, specifically other service) as well as an issue for a person on the receiving side, especially if frequently repeated.  Text messages can come from SMS like systems.

The PrUC objective in NGN is defined as follows:


[image: image6]
5.2.1.3 Bulk (recorded) other multimedia messages
The UC of bulk (recorded) other multimedia (photos, graphics, etc.) messages is an operator issue (use of bandwidth or denial of service, specifically other service) as well as an issue for a person on the receiving side, especially if frequently repeated.

The PrUC objective in NGN is defined as follows:


[image: image7]
5.2.1.4 Vishing (voice phishing)

The UC of Vishing (voice phishing) is mostly an issue for a person on the receiving side, especially if frequently repeated.

The PrUC objective in NGN is defined as follows:


[image: image8]
5.2.1.5 Callback Voice
The UC of Callback Voice is mostly an issue for a person on the receiving side, especially if frequently repeated.

The PrUC objective in NGN is defined as follows:


[image: image9]
5.2.1.6 Callback Text

The UC of Callback Text is mostly an issue for a person on the receiving side, especially if frequently repeated.

The PrUC objective in NGN is defined as follows:


[image: image10]
5.2.1.7 UC in IPTV (video)
UC can also be applied to video services if a video get’s pushed onto your UE.

This kind of UC is out of the scope of this document.
5.2.1.8 Telemarketing
This case of unsolicited communication is hard to deal with. Network operators want to sell this kind of service at the one hand and try to protect user on the other side from exactly this kind of communication

5.2.2 Objectives – lower-level

5.2.2.1 Lower level objectives for NGN assets

5.2.2.1.1 Basic or non-security objectives

5.2.2.1.2 Security objectives

5.2.2.2 Lower level objectives for environment of NGN

5.2.2.2.1 Basic or non-security objectives

5.2.2.2.2 Security objectives

5.3 Scenarios in multi domain NGN

<editors note: 
Here are fitting the scenarios of to devices that are connected to several domains? >

<editors note: 
contributions always welcome>

5.3.1 Scenarios

5.3.1.1 Scenario 3

5.3.1.2 Scenario 4

5.3.2 Objectives – lower-level

5.3.2.1 Lower level objectives for NGN assets

5.3.2.1.1 Basic or non-security objectives

5.3.2.1.2 Security objectives

5.3.2.2 Lower level objectives for environment of NGN

5.3.2.2.1 Basic or non-security objectives

5.3.2.2.2 Security objectives

6 Threat analysis

6.1 Considerations on a single domain NGN

<editors note: 
What is the impact when UC occurs in a single domain NGN? >

<editors note: 
contributions always welcome>

6.1.1 Security assumptions
6.1.2 Assets to protect
6.1.3 Threat Agents

6.1.4 Threats
6.1.5 Security policies

6.1.6 Rationale

6.1.6.1 Mapping of objectives onto requirements and vice versa

6.1.6.2 List of Objectives vs. Requirements
6.1.6.3 List of Requirements vs. Objectives
6.2 Considerations on multi domain NGN

<editors note: 
What is the impact when UC occurs in multi domain NGN? >

<editors note: 
contributions always welcome>

6.2.1 Security assumptions
6.2.2 Assets to protect
6.2.3 Threat Agents

6.2.4 Threats
6.2.5 Security policies

6.2.6 Rationale

6.2.6.1 Mapping of objectives onto requirements and vice versa

6.2.6.2 List of Objectives vs. Requirements
6.2.6.3 List of Requirements vs. Objectives
7 General requirements

<editors note: 
What is needed to detect unsolicited communications?
How can unsolicited communication be rated?
How can unsolicited communication be prevented?
What has to be done to specify the interfaces? >

<editors note: 
contributions always welcome>

7.1 Security requirements

7.1.1 Security requirements for NGN assets

7.1.1.1 Basic or non-security requirements

7.1.1.2 Security requirements

7.1.1.2.1 Functional security requirements

7.1.1.2.2 Security assurance requirements

7.1.2 Service requirements for environment of NGN
7.1.2.1 Basic or non-security requirements

7.1.2.2 Security requirements

7.2 System management requirements

For a system which can detect unsolicited information following information should be available:

· source

· destination

· start timestamp

· end timestamp 

With this information you can classify a call with a preliminary and unpersonalized level of unsolicitness. Additional information can be:

· identity of the originator

· identity of the destination

This information can be used to create user specific/personalized ratings of the unsolicitness of a communication attempt.
7.2.1 Operator requirements

The operator wants to protect his network against unsolicited communication to consuming the resources of an operator network and to protect the customers. 

<note> 
For this he should be able to observe every communication and rate the call with the
level unsolicitedness.

REQx
The NGN should provide the ability to an operator to get information of incoming communication attempts to extract source, destination, start- and end-timestamp information for rating the call.
7.2.1.1 Operator requirements for NGN assets

7.2.1.2 Operator requirements for environment of NGN

7.2.2 User requirements 

Because perception of unsolicited communication is strongly user dependant the user should have the ability to interact with the detecting system and decide as last instance if the communication is unsolicited or not.

REQx
The NGN should provide the ability to a user to interfere with the detection system for defining a call as unsolicited. 
7.2.2.1 User requirements for NGN assets

7.2.2.2 User requirements for environment of NGN

7.2.3 Architectural requirements 

Operators and user can rate a call as unsolicited but for this an interfaces should be defined to get these information.

REQx
The NGN should provide the ability to operators to extract from NGN-entities the information of source, destination, start- and end-timestamp information

User of the NGN network must have the control of every communication attempt, even if get’s rates from the network as unsolicited. The user can explicit assign the task of handling detected calls to the operator and he should be able do define personalized list of wanted and unwanted communication partners.

REQx
The NGN should provide the ability to both communication partners to interact with the detection and handling system.
7.2.3.1 Architectural requirements for NGN assets

7.2.3.2 Architectural requirements for environment of NGN
7.2.4 Regulatory requirements 

Regulatory requirements are out of the scope of this WI.

7.2.4.1 Regulatory requirements for NGN assets

7.2.4.2 Regulatory requirements for environment of NGN
8 Existing solutions / countermeasures

<editors note: 
Are there any existing countermeasures or solutions in the NGN? 
TISPAN NGN or other NGNs specifications for this? >

<editors note: 
contributions always welcome>
9 Gap analysis 

<editors note: 
What is still missing in the TISPAN NGN to deal with unsolicited communication? >

<editors note: 
contributions always welcome>
10 Architectural impact 

<editors note: 
Here will be explained what has to be done to prevent UC! >

<editors note: 
contributions always welcome>

10.1 Architectural impact in a single domain NGN 

<editors note: 
Here will be explained what has to be done to prevent UC in a single domain NGN! >

<editors note: 
contributions always welcome>

10.2 Architectural impact in a multi domain NGN 

<editors note: 
Here will be explained what has to be done to prevent UC in multi domain NGN! >

<editors note: 
contributions always welcome>

11 Regulatory framework considerations 
An analysis had showen that ther are no existing definitions of unsolicited communication beside bulk unsolicited emails.

For further information we refer to ETSI SR 002 211v111 where a analysis was done in the OCG ECN&S for regulatory domains regarding “bulk unsolicited communication”

No further considerations required in the NGN case of UC within this WI..
12 Conclusions 
Annex <A>: Comparable work in other standardization bodies
<editors note: contributions always welcome>

<A.1>: IETF
At the Internet Engineering Task Force (IETF) there is already an official activity on unsolicited communication problem analysis since February 2005 in the Session Initiation Proposal Investigation (SIPPING) working group (WG). Official activities are limited to this activity, but more work is under preparation. Several individual Internet drafts have been submitted in recent months and preparations for more official activities or even a new working group are ongoing.

This section describes the official working group document as well as the individual Internet drafts that are currently under discussion at the IETF. Preparations for a BoF session on unsolicited communication are conducted on a mailing list called 'spitstop', see https://listserv.netlab.nec.de/mailman/listinfo/spitstop.

· draft-ietf-sipping-spam-03: J. Rosenberg, C. Jenning, The Session Initiation Protocol (SIP) and Spam
This Internet draft is an official SIPPING WG document since February 2005. It analyzes the problem of unsolicited communication, called Spam over IP Telephony (SPIT), in combination with the Session Initiation Protocol (SIP) protocol. The document first identifies the ways in which the problem is the same and the ways in which it is different from email. Then it examines the various possible solutions that have been discussed for email and consider their applicability to SIP.
The document identifies three kinds of unsolicited communication in combination with SIP: call spam, Instant Messaging (IM) spam, and Presence spam. These are briefly defined. The particular strength of the document is the extensive description of the known solution space for this kind of unsolicited communication. 13 different solutions are discussed considering their effectiveness with respect to preventing unsolicited communication.

· draft-niccolini-sipping-spitstop-00: S. Niccolini, J. Quittek, Signalling TO Prevent SPIT (SPITSTOP) Reference Scenario
This individually submitted Internet draft explores the need for standards for SPIT preventing systems. It suggests a reference scenario for SPIT prevention systems and defines interfaces (reference points) between involved entities. It differentiates on-path interfaces that are on the path that a SIP INVITE message of a particular unsolicited call, and interfaces that are not on this path. For each of the 6 defined interfaces, need for standardization is discussed individually.

· draft-niccolini-sipping-feedback-spit-02: S. Niccolini, S. Tartarelli, M. Stiemerling, S. Srivastava, SIP Extensions for SPIT identification
This individually submitted Internet draft analyzes the need for user feedback on unsolicited communication. The basic idea is that callees that received unsolicited communication may provide feedback to their service provider by identifying a received call as an unsolicited one. The unit receiving this information may use it for improving its prevention capabilities for unsolicited communication, for example, by adding the initiator of the unsolicited communication to a blacklist. The document elaborates this idea by identifying parameters that identification systems for unsolicited communication may need for improving their performance. It also shows these parameters can be transmitted by means of SIP.

· draft-jung-sipping-authentication-spit-00: S. Jung, J. Choi, Y. Won, Y. Cho, Authentication between the Inbound Proxy and the UAS for Protecting SPIT in the Session Initiation Protocol (SIP)
This individually submitted Internet draft addresses the direct attack of an initiator of unsolicited communication from terminal to terminal without routing SIP signalling via SIP servers that potentially might protect the receiver of a SIP INVITE message from unsolicited communication. The document suggests a digest message authentication scheme between the inbound SIP proxy server and the SIP user agent of a user for protecting from unsolicited communication. The suggestion that is made uses digest-based authentication for SIP INVITE messages that have been sent by an incoming SIP proxy server. This authentication method achieves that a SIP user agent will only accept well authenticated SIP INVITE messages from trusted proxy servers.  This way, most initiators of unsolicited communication might be blocked.

· draft-schwartz-sipping-spit-saml-01: D. Schwartz, B. Sterman, E. Katz, H. Tschofenig, SPAM for Internet Telephony (SPIT) Prevention using the Security Assertion Markup Language (SAML)
This individually submitted Internet draft addresses the problem of limiting and preventing SPIT and proposes to use the concept introduced by the SIP Identity Framework in combination with the Security Assertion Markup Language (SAML) to transfer security relevant attributes from one administrative domain to another. This approach allows the domains which make use of such attributes to make intelligent filtering decisions when receiving session initiation.

· draft-froment-sipping-spit-authz-policies-01: G. Dawirs, T. Froment, H. Tschofenig, Authorization Policies for Preventing SPIT
This individually submitted Internet draft discusses mechanisms to establish policies to react on potentially unwanted communication attempts. These policies are discussed in relation to particular Session Initiation Protocol (SIP) attributes included in the INVITE or MESSAGE methods and in relation to other attributes related to security strength employed by sending domain/user (identity strength, unwanted communication estimation, etc.). This document tries to stimulate the discussion whether it is worth to investigate the aspect of authorization policy usage for SPIT prevention.

<A.2>: ITU

The ITU is working on the thread Countering spam by technical means in the ITU-T Study Group 17 - Question 17/17 (Study Period 2005-2008). 

· X.ocsip – Overview of countering SPAM for IP multimedia application - TD 2499 Rev.1
This Recommendation specifies basic concepts, characteristics, and effects of Spam in IP multimedia applications such as IP Telephony, instant messaging, multimedia conference, etc. It provides technical issues, requirements for technical solutions, and applicability of countering mechanism of email spam into IP multimedia spam. It provides basis and guideline for developing further technical solutions on countering Spam.
· X.fcsip – Technical Framework of Countering IP Multimedia SPAM – TD 2498
This Recommendation will specify general architecture of countering spam system on IP multimedia applications such as IP Telephony, instant messaging, multimedia conference, etc. It will provide functional blocks of necessary network entities to counter spam and their functionalities, and describe interfaces among the entities. To build secure session against spam attack, User Terminals and Edge Service Entities such as proxy server or application servers will be extended to have spam control functions. We will also show interfaces between these extended peer entities, and interfaces with other network entities which can involve for countering spam.
· X.csreq – Requirement on countering SPAM – TD 2496
Requirements on countering spam are clarified in this recommendation. There are many types of spam, such as email spam, Mobile messaging spam and IP multimedia spam. Various types of spam may have both common and specific requirements on countering it. For one type of spam, the requirement in different entities should also be clarified.
<A.3>: 3GPP

· ETSI TR 141 031 V6.0.0
Digital cellular telecommunication system (Phase 2+); Fraud Information Gathering System (FIGS), Service requirements; Stage 0 (3GPP TR 41.031 version 6.0.0 Release 6)

This Technical Report describes the requirements (at a stage 0 level) of the Fraud Information Gathering System (FIGS). FIGS provides the means for the HPLMN to monitor a defined set of subscriber activities.
The aim is to enable service providers/network operators to use FIGS, and service limitation controls such as Operator Determined Barring (ODB) and Immediate Service Termination (IST), to limit their financial exposure to large unpaid bills produced on subscriber accounts whilst the subscriber is roaming outside their HPLMN. HPLMNs may also choose to collect information on subscriber activities whilst their subscribers are within the HPLMN.
· ETSI TS 122 031 V6.0.0.
Digital cellular telecommunication system (Phase 2+); Universal Mobile telecommunication System (UMTS); Fraud Information Gathering System (FIGS); Service description; Stage 1 (3GPP TS 22.031 version 6.0.0 Release 6)

This Technical Specification specifies the stage 1 description of the Fraud Information Gathering System (FIGS) feature which provides the means for the HPLMN to monitor the activities of its subscribers in a VPLMN.
The purpose of this network feature is to enable the HPLMN to monitor the activities of its subscribers while they are roaming. The VPLMN collects information about a defined set of activities on monitored subscribers and sends this information back to the HPLMN. This enables the HPLMN to clear certain types of calls and so stop fraudulent use of the GSM system.
This specification enables service providers/ network operators to use FIGS, and service limitation controls such as Operator Determined Barring (ODB) and Immediate Service Termination (IST), to limit their financial exposure to subscribers producing large unpaid bills.
HPLMNs may also choose to monitor the activities of its subscribers within the HPLMN.
· ETSI TS 123 031 V6.0.0
Digital cellular telecommunication system (Ohase 2+); Universal Mobile Telecommunication System (UMTS); Fraud Information Gathering System (FIGS); Service description; Stage 2 (3GPP TS 23.031 version 6.0.0 Release 6)

This Technical Specification specifies the stage 2 description of the Fraud Information Gathering System (FIGS) feature which provides the means for the HPLMN to monitor the activities of its subscribers in a VPLMN.
Three levels of FIGS service are defined:.
Level 1 will use the facilities provided by Transferred Account Procedure (TAP).
Levels 2 and 3 will use facilities provided by Customised Applications for Mobile network Enhanced Logic (CAMEL), in particular, the information flows between the GSM Service Switching Function (gsmSSF) and GSM Service Control Function (gsmSCF). Phase 1 and Phase 2 CAMEL facilities will be used. 
Connection-orientated services only are covered.
<A.4>: OMA

OMA has drafted a set of requirements and architecture for Categorization Based Content Screening (CBCS) suggesting among other things usage of ICAP protocol to transfer content categorization information. Content Screening is defined as the act of blocking, allowing or amending content, thereby, it also includes malware. It is suggested that the OMA requirements and architecture are considered for the unsolicited communication study as appropriate. 

The current OMA work can be found in the following specifications:

· Categorization Based Content Screening Framework Requirements, Candidate Version 1.0 – 11 July 2006 (a newer one may already exist), Open Mobile Alliance OMA-RD-CBCS-V1_0-20060711-C
The document describes Use Cases for categorization based content screening and high level requirements on the functionality of such a system.

· Categorization-based Content Screening Framework Architecture, Draft Version 1.0 – 28 Aug 2006, Open Mobile Alliance OMA-AD-CBCS-V1_0-20060828-D
The document presents an architectural model for a two-tier solution of a CBCS Enabler. The CBCS Enabler evaluates and/or enforces Screening Rules.

Annex <N> (informative): Bibliography

As Technical Reports areby definition informative deliverable, all the references are mentioned in clause 2 (see clause 12.1 of EDRs).

· draft-niccolini-sipping-spitstop-00
Signalling TO Prevent SPIT (SPITSTOP) Reference Scenario
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SIP Extensions for SPIT identification
· draft-jung-sipping-authentication-spit-00
Authentication between the Inbound Proxy and the UAS for Protecting SPIT in the Session Initiation Protocol (SIP)
· draft-schwartz-sipping-spit-saml-01
SPAM for Internet Telephony (SPIT) Prevention using the Security Assertion Markup Language (SAML)
· draft-froment-sipping-spit-authz-policies-01
Authorization Policies for Preventing SPIT
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Objective OBJ1.


The PrUC in NGN for the scenario presented should comply to following:


To stop bulk (recorded) voice messages as soon as they are discovered, pre-emptively if possible.


To limit the impact of bulk (recorded) voice messages.





Objective OBJ2.


The PrUC in NGN for the scenario presented should comply to following:


To stop bulk (recorded) text messages as soon as they are discovered, pre-emptively if possible.


To limit the impact of bulk (recorded) text messages.





Objective OBJ3.


The PrUC in NGN for the scenario presented should comply to following:


To stop bulk (recorded) other multimedia (photos, graphics, etc.) messages as soon as they are discovered, pre-emptively if possible.


To limit the impact of bulk (recorded) other multimedia messages (photos, graphics, etc.).





Objective OBJ4.


The PrUC in NGN for the scenario presented should comply to following:


To stop Vishing as soon as it is discovered, pre-emptively if possible.


To limit the impact of Vishing.





Objective OBJ5.


The PrUC in NGN for the scenario presented should comply to following:


To stop Callback Voice UC as soon as it is discovered, pre-emptively if possible.


To limit the impact of Callback Voice UC.





Objective OBJ6.


The PrUC in NGN for the scenario presented should comply to following:


To stop Callback Text UC as soon as it is discovered, pre-emptively if possible.


To limit the impact of Callback Text UC.








_1223067988.doc







