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There isn’t UPE in SAE now and the endpoint of user plane in EPC is SAE gateway. The corresponding changes should be reflected in this TR. A new section 7.6 is added to reflect the desion of moving PDCP to ENodeB. Some former decisions in 6.2 were obsoleted and removed.
*************** Begin of the changes ******************************

3
Abbreviations

For the purposes of the present document, the following abbreviations apply:
aGW
Access Gateway

(D)DoS
(Distributed) Denial of Service

ENodeB
Evolved Node-B

LTE
Long Term Evolution

MAC
Media Access Control

MME
Mobility Management Entity

NAS
Non Access Stratum

PDCP
Packet Data Convergence Protocol

RAN
Radio Access Network

RB
Radio Bearer

RRC
Radio Resource Control

SA
Security Association

SAE
System Architecture Evolution

SMC
Security Mode Command

UE
User Equipment


*************** Next change ******************************

5.1.2
Threat of UE tracking

5.1.2.1
Threats 

A) Tracking User temporary ID 

Even though it is not yet settled how temporary RAN identifiers are going to be used in LTE, it is close to certain that some thing along the lines of U-RNTI used in UMTS will be present. Depending on the security mechanisms applied to the assignment of these identifiers, it may be possible to track users.

There are two main threats to consider:

1) The attacker is able to track (and record actions taken by) a UE as it moves between ENodeBs, but cannot immediately determine the user ID from the temporary ID(s). At a later stage the UE may reveal information (e.g., it connects to a web-service owned by the attacker where the user is required to give his name). When this happens the attacker can correlate the temporary ID with the user's name, and will be able to deduce that the user performed the actions previously recorded.

2) The temporary ID is assigned in such a way that the attacker immediately can correlate the temporary ID to the user's ID. For example, the user reveals his IMSI during the attachment procedure, and gets the temporary identity assigned in the clear. UMTS has the possibility to re-assign the temporary ID after confidentiality protection is activated, which counters this threat.

Editor’s Note: There is other info other than ID which may give possibility of tracking.

B) User tracking due to Linkability of IMSI/TMSI and RNTI

A disadvantage of the 2G/3G temporary user identity confidentiality scheme is that a false network/eNodeB can always claim to have lost the TMSI and can ask the UE to reveal the IMSI upon registration. This will allow an attacker to record the usage of all (temporary) identifiers at the air-interface and then backwardly trace the UE behaviour when he succeeds in getting the IMSI correlated to the current TMSI. This attack may be difficult to prevent (See Section 3.1 IMSI catching) (only the successfulness to re-construct a UE’s behaviour backwards in time can be limited. Essential to this is that the RNTI shall be unlinkable to the TMSI for an outsider. 

In state LTE_IDLE and LTE_ACTIVE there exists a security association between the UE and MME, which can be used for protecting TMSI reallocations. But in LTE_IDLE the eNodeB does not possess a security association with the UE. The TMSI needs to be disclosed every time the UE has to contact MME from state LTE_IDLE (RNTI or similar identifier cannot be used to identify the requesting user to the MME).

This means that a passive attacker may be able to link the user’s behaviour between different active sessions when TMSI is kept fixed, following an unexpected IMSI-TMSI disclosure by the network. The active attacker does not need an accidental IMSI-TMSI disclosure but can remount his attacks again during each next idle period.

C) User tracking due to IP-address linkability towards TMSI/IMSI/RNTI

The SAE gateway stores a UE context, e.g. parameters of the basic IP bearer service, keeps network internal routing information. The MME can store the UE context for long to allow for (re-)registration with temporary identity (user identity confidentiality). Within LTE the user gets an IP-address from the moment the registration (and authentication) has been successfully performed. 

TR 25.813 V101 of table 10.1 currently describes within a NOTE that the protocol stack layer in which the ciphering takes place is FFS. 

Assumed that user plane ciphering would be done at IP level than the initial assigned IP-address (allocated by confidentiality protected NAS signalling (requires SAE gateway/MME cooperation)) would be disclosed when starting data transfers. 

Editor’s Note: It needs to be checked whether IP-addresses will be sent in clear text or not.

When the IP-address would be kept static for a long time, it could allow the passive attacker to correlate reallocated TMSI with these static IP-addresses, and this would weaken the TMSI re-allocation scheme.

AS the User plane ciphering is being performed below/integrated to the PDCP layer, cf. section 4.3, there is no need to require frequent IP-address allocation as the IP-packets are tunnelled and encrypted within ‘PDCP-ciphering’.  This also means that IP-address privacy mechanisms need not be used (e.g. MAC addresses in IPv6). However the identifier that is being used within ‘PDCP’ should then be re-assigned at least as frequently as the TMSI re-allocation. 

NOTE: With user plane ciphering not activated, the passive attacker is not only able to observe the IP address of a user but might also be able to observe application layer identifiers, and as such be able to bypass TMSI-IMSI secure reallocation mechanisms.

D) Tracking based on new and old RNTI mapping

SA3 was notified in S3-060341 that C-RNTI will be used to identify a UE:

-
The C-RNTI provides a unique UE identification at the cell level.

-
It is assumed that this identity is used for scheduling unless the cost would turn out to be too high and the introduction of a separate MAC-Id is required.

RAN2 has agreed that C-RNTI is pre-allocated in the target eNB and transferred to the UE in Handover Command (see R2-061714). This means that a passive attacker can link new and old C-RNTIs together unless the allocation of C-RNTI itself is confidentiality protected.

E) Tracking based on handover signalling messages

Serving eNB commands UE to a target eNB with Handover Command message. UE sends Handover Confirm message to the target eNB. A passive attacker can map these messages together and conclude that a UE has changed eNB. This is just an example of what information an attacker can deduce from the RRC messages, which are not confidentiality protected. Note that identifying messages based on small differences in the message lengths is not obvious or most probably not even possible as the packets are sent in full frames etc.

F) Tracking based on cell level measurement reports

UE sends cell level measurement reports to the eNB within the RRC protocol. A passive attacker listening to the measurement reports from UEs can follow UE’s movements based on the reports and track the position of the UEs more accurately than the information of current cell location. Note also that the location/position based services may be based on the cell level measurement reports.

G) Tracking based on packet sequence numbers

If the user plane (RLC, PDCP) or control plane (RRC, NAS signalling) packet sequence numbers are continuous it is easy for a passive attacker (listening) to follow UEs with high possibility based on the packets only (i.e. following the sequence number sequences).

A passive attacker can listen to user and control plane (AS and NAS) packets and track the UE based on the continuity of the packet sequence numbers between handovers or idle-to-active mode transitions.

H) Tracking based on UE’s static IEEE MAC (Medium Access Control) address

If the UE is able to have access WLAN, the attacker may be able to track the UE based on its static IEEE MAC address, e.g. the attacker can record the MAC address at a certain hotspot and know a certain UE appears in the range. The attacker can know the victim’s habit if he can match the MAC address with some high layer identities of the UE. Furthermore the attacker can track the UE from location to location. The detail of this kind of threat can be referred to [5].
*************** Next change ******************************
5.2.1
User Plane packet injection attacks

5.2.1.1
Threats

A) The attacker injects packets in the ENodeB, which means that the physical security of the ENodeB has been compromised. The compromised ENodeB can inject upstream user plane packets to the core network and downstream user plane packets to the UE. Here, the assumption is that the SAE gateway and UE are not compromised. 

B) The attacker injects user plane packets on the last-mile, while ENodeB, UE and SAE gateway are not compromised. DoS attack is also possible. Attacker may send broadcast packets to the access link and try to congest access network as much as possible.

C) Abuse of outsourced network access transit capacity, i.e. insider attack by access network operator employees is also possible. The result is that the access network operator reports more packets than in reality UEs have sent.

5.2.1.2
Countermeasures 

The best countermeasure to A) is that the U-plane is integrity protected between UE and the SAE gateway. Using only confidentiality protection for the packets provides much higher security than no confidentiality protection, but still the packet modification attack is possible. However, when only confidentiality protection is used between UE and EnodeB, and between ENodeB andSAE gateway, packet injection attack is mitigated when using appropriate mode of cipher, , i.e., cipher block chaining (CBC).. 

It should be noted that the packet/byte counters, if any, in SAE gateway must be incremented only for valid packets (i.e. not for packets that result bogus after decryption). Also, duplicate packet detection has to be considered if counting packets/bytes so that the attacker can’t send duplicate packets and affect the accounting for the users.  

Another good countermeasure is to introduce counter check procedure in UMTS to LTE/SAE. Counter check procedure should be performed periodically between UE and network. Periodical authentication can also be performed in counter check procedure. There are several ways to implement counter check procedure in LTE/SAE. UE and aGW store some values of counters. These values can reflect the amount of data sent in uplink and downlink direction. UE and aGW periodically perform counter check procedure to check that these values are identical. If these values are not identical, aGW may release the connection.

Editor’s Note: This countermeasure is only useful when there is no integrity protection. There may be different network nodes needed to store and check the counter. Complexity of counter management and the flexibility of this countermeasure need FFS. The threats mitigated by this countermeasure aren’t clear and need full study of the contributor. There may be new threats brought by the countermeasure.

5.2.2
User plane packet modification attacks 

5.2.2.1
Threats

Here we assume that the user plane traffic is at least encrypted between UE and ENodeB and between ENodeB andSAE gateway. Thus, a result of packet modification attack would for example be that UEs would experience lower quality or denial of service.

A) The attacker modifies or drops user plane packets in the ENodeB or in the last-mile, in such a way that the UE must re-transmit etc. This affects the service quality that the UE (subscriber) is seeing. In addition educated modifications changing traffic content or affecting charging may be possible.

B) The attacker carries out attack A) by hijacking for example the switches/routers on the SAE access network.

C) The attacker modifies or drops user plane packets in the ENodeB or in the last-mile, in such a way that the UE must re-transmit etc. This affects the service quality that the UE (subscriber) is seeing. 

D) The attacker carries out attack B) by or hijacking for example the switches/routers on the SAE access network. 

5.2.2.2
Countermeasures

The countermeasure for threat A) and B)is to use user plane integrity protection between UE and SAE gateway. Using only U-plane ciphering between UE and ENodeB is not enough for mitigating packet modification attacks but provides higher security than no confidentiality protection. Only integrity protection can provide full mitigation for packet modification attacks.

The countermeasure for threat C) and D) is FFS. 

5.2.3
User plane packet eavesdropping

5.2.3.1
Threats

The attacker may be eavesdropping at a compromised ENodeB. The threats of this are: 

A) Steal confidentiality of data transmitted in the packet payload (content confidentiality) 

B) Steal confidentiality of context information such as identities, routing information and communication behaviour.

5.2.3.2
Countermeasures 

User-plane confidentiality protection can be used to mitigate threats of type A). 

For B, it can be said: The lower the layer at which confidentiality protection is applied the more information is protected. In particular, if confidentiality protection is applied below the IP layer then IP addresses and routing information are protected. For identities used below the IP layer, we need information from RAN2 on UE-ID.

Another advantage of performing confidentiality protection below the IP layer is the expected reduced overhead for security association establishment. So as not to destroy the effect of compression located in the PDCP layer, the encryption layer should be below the compression layer.

5.2.4
Physical attack threat on ENodeB 

5.2.4.1
Threats

A) Breaking the ENodeB to get the keys and unencrypted data is theoretically possible, i.e. there may be some points in the ENodeB where the unencrypted data is exposed between two encrypted data pipes. The attacker may dig out the ENodeB-MME/SAE gateway shared secret or a long term certificate from the ENodeB and tries to add another ENodeB (in the same or another network). 

By physically breaking into eNodeB the attacker will be able to circumvent RRC Integrity Protection and: 

· Launch RRC DOS attack against UEs (idle and/or active). For example, the attacker can force an active UE into the idle mode and in the absence of UP confidentiality protection direct UP packets to the fraudulent UE (theft of service);

· Get a hold of UE’s identities, thus compromising linkability and anonymity of the UE’s;

B) The attacker steals an existing and deployed ENodeB to sell or deploy for own use..

C) The attacker gains access to the OM&A security context at the eNodeB. This security context might be used by the attacker to reconfigure the attacked eNodeB, or can be used to attack other eNodeBs.

5.2.4.2
Countermeasures

For threat A) this kind of attacks can be protected with physical security measures such as alarm systems to protect unauthorized opening of the ENodeB, putting keys into a hard to break chips etc. The countermeasure is to use identification and separate private keys between MME/SAE gateway and each ENodeB. ENodeB can have a secure module to store long term keys, which are used to bootstrap SA between ENodeB and MME. The identity of a ENodeB could be stored in a trusted physical module (TPM) and/or a possibly non-removable smartcard. Then the MMEs and SAE gateways compare the ID of the ENodeBs against a list of valid and revoked IDs. Depending on the cost this solution can be implemented.

Use physical security. Solution as for A, i.e., using not reset TPM, could help identifying the ENodeB if it is connected to an operator

For threat B) Use physical security for ENodeB implementation (i.e. burn identification information into the ENodeB during manufacturing phase). The ID is in tamper resistance chip (e.g. smartcard) and can not be changed without breaking the chip. The secret key (used in asymmetric cryptography) can not be read from the chip. MME is able to detect if there are two ENodeBs using same keys. When using ENodeB identification, it necessitates that MME’s of different operators cooperate in detecting ENodeB’s with the same identity.

Security context at the eNodeB (i.e., RRC keys, S1-C/U keys, eNodeB OM&A keys, etc.) can be also protected by the means of ensuring Platform Security and/or Physical Security of the eNodeB.

5.2.5
(D)DoS attacks against ENodeB from the network 

5.2.5.1
Threats

A) A network node from the network, which is overtaken by an attacker, launches a logical (D)DoS attack against the ENodeB(s) by sending selected packets towards the ENodeB(s). 

If IP multicast is used to send traffic to the ENodeBs, the effect of the attack is increased. For example, if IP multicast is used to deliver paging messages to all ENodeBs in the tracking area, all these ENodeBs (and their paging channels on the air interface) will be affected.  (S3-070091)

5.2.5.2
Countermeasures

ENodeBs should not reserve any resources based on signalling without proper authentication. This would mean that the ENodeBs do not trust other ENodeBs without proper authentication. 

Proper authentication in an IP multicast setting requires the use of public key cryptography signatures or a fully meshed symmetric key distribution if Data Origin Authentication is desired, or key hierarchies similar to MBMS, if only group authentication is required.

5.2.6
 (D)DoS attacks against ENodeB from UEs 

5.2.6.1
Threats

a) The attacker impersonating a UE sends selected packets against the ENodeBs to deny ENodeB services from others. 

b) The attacker could launch a logical (D)DoS attack towards the ENodeBs from the RAN side. 

c) The attacker could send random radio signals that impede the physical layer communication (radio jamming)

5.2.6.2
Countermeasures

The countermeasure is to integrity protect signalling after successful authentication. Before the UE is successfully authenticated, protocols should be used that are not highly vulnerable to (D)DoS attacks (for example cookies to avoid blind DoS attacks).

Editor’s Note: The countermeasures for detection and report against jamming attacks need to be further detail.

Threat B) can be mitigated with mutual authentication between UE and ENodeB based on ENodeB-specific session keys. There are two possible solutions after that:

· Session keys are bound to the ENodeB identity and the master key for deriving ENodeB specific session keys are stored only in the UE and the MME. Attackers cannot leverage compromise of one ENodeB to compromise other ENodeBs. ENodeBs do not contain long term UE session keys (ENodeB keys with the MME are there) and they can not derive or create keys for other ENodeBs. Using the UE-ENodeB session keys provides protection against logical DoS attacks based on mobility signalling between ENodeBs. Context transfers and/or handoff commands can be authenticated and thus resource depletion attacks are mitigated. Attackers can’t hijack UE’s application level protected sessions with a hijacked ENodeB. Attackers can’t hijack UE-MME session or initial access authentication key material with a hijacked ENodeB. Based on the ENodeB specific session keys attackers can’t hijack sessions with other ENodeB with a hijacked ENodeB. Because of the separate UE session keys with every ENodeB, an attacker can not hijack UE sessions moving out of the hijacked ENodeB. 

· After mutual authentication, rate limitation can be used to limit the amount of resources one UE can consume.

Radio jamming (threat C) attacks can be made with special hardware and countermeasures for these are not feasible to implement. However, jamming attacks may be detected and reported.

5.3
Threats to MME/SAE gateway 

5.3.1
(D)DoS attacks against MME through from RAN side

5.3.1.1
Threat

A) The attacker launches a logical (D)DoS attack against the MME utilizing signalling that comes from RAN side, for example initial access authentication

5.3.1.2
Countermeasures

The countermeasure is to integrity protect signalling after successful authentication. Integrity protection should be bound to authentication and there should be rate limitation in case of certain UE behaviour. Before the user is successfully authenticated, protocols should be used that are not highly vulnerable to (D)DoS attacks. Another countermeasure is to use cookies. 

5.4
Threats related to mobility management

This chapter describes threats that are relevant to mobility management functionality. The term mobility management in this context covers both the protocol and the architecture used for UE handovers between different access networks. These handovers can be both inter-technology as well as inter-domain. The threats that we discern originate from the Technical Specification 3GPP TS 21.133 V4.1.0 (2001-12) on Security Threats and Requirements (Release 4). 

5.4.1
Unauthorised access to control plane data

Mobility management traffic could disclose sensitive data related to users or network providers. An example is network provider resource utilisation data. Inference of information through observing mobility traffic can lead to a violation of confidentiality.

5.4.1.1
Threats

a) Eavesdropping to mobility management control plane traffic when carried unprotected.

b) When encryption is used to protect control traffic, an encryption termination point can be:

· Compromised.

· rogue

· masqueraded

5.4.1.2
Countermeasure

For mitigating the eavesdropping threat a), encryption can be used to protect traffic. For protecting against compromising in case b), the entity holding the keys (i.e. the encryption termination point) must be physically protected, and access must be authenticated and authorized. To prevent rogue and masquerading nodes accessing the control plane data, authentication must be used and where possible monitoring should be used for detection of these situations.

5.4.2
Privacy

Observation and/or analysis of mobility management traffic could lead to privacy violations such as disclosure of user location.

5.4.2.1
Threats

The same set of attacks defined for the confidentiality threat can be applied to violate privacy; additionally we identify the following threats:

a) Derivation of privacy sensitive information by linking of clear-text identifiers.

b) Browsing of mobility related information could disclose privacy sensitive information.

5.4.2.2
Countermeasure

In general the confidentiality countermeasures can be used to mitigate the afore-mentioned threats. For threat a) and b) encryption and hashing can be applied.

5.4.3
Unauthorised manipulation of control plane data

Unauthorised manipulation of mobility management control violates control plane integrity.

5.4.3.1
Threats

a) Replay attacks

b) Manipulation of mobility management control data when carried unprotected.

c) When encryption is used to protect control traffic, an encryption termination point can be:

· Compromised.

· rogue

· masqueraded

5.4.3.2
Countermeasure

Encryption can be used to prevent unauthorised access to control plane data in general in case of threat b). Furthermore, signatures can be used to guarantee the integrity of the data. Time stamping and packet counters can be used to mitigate the risk of replay attacks in threat a). For additional counter measures regarding c) see the counter measures described at the Confidentiality threat.

5.4.4
Disturbing or misusing network services

Disturbing or misusing network services leading to denial of service or reduced availability. Note that this concerns authorised users as opposed to unauthorised users described in the next threat.

5.4.4.1
Threats

a) Redirection of other users traffic and control traffic (to attacker or black hole, to flood a victim third party)

b) Flooding the RAN

c) Replay attack

d) Flooding the core network

· From outside the network (e.g., Internet)

· From inside the network (e.g., replace a network element)

· Rogue network entity misusing its privileges

5.4.4.2
Countermeasure

Authentication, monitoring and logging are appropriate countermeasures for mitigating the afore-mentioned threats.

5.4.5
Unauthorised access to network services

By circumventing authorization procedures unauthorized access to network services can be obtained.

5.4.5.1
Threats

a) Intruders can access services by masquerading as users or network entities (impersonation).

b) Users or network entities can get unauthorised access to services by misusing their access rights.

5.4.5.2
Countermeasure

Intrusion detection and authentication methods are suitable countermeasures for these threats.

6
User Plane Security 

6.1
Consequences of (not) applying user plane integrity protection

Issue-1: Adding MACs to each user plane packet reduces the available bandwidth.

While it could be supposed that LTE access should not have the bandwidth limitations of 2G/3G systems, it should still be a design goal to maximize the available air interface throughput and minimize delays. Applying integrity protection to short packets (e.g. VoIP), adds a non-negligible amount
 of overhead. 

As an example suppose a voice sample with length 40 bytes. It requires a 20 byte IP header, 8 bytes UDP header and a 12 byte RTP header to transport on an IP network. The IP/UDP/RTP header can be compressed (e.g. ROHC according to RFC3085).  Applying HMAC-SHA-1 produces a 160-bit MAC value which could be truncated e.g. to 128-bit (16 Byte). Suppose that the header compression succeeds in a 40 to 5 byte compression leading to a packet of 45 byte. Then adding a MAC of 16 bytes adds an overhead of 16 byte to the 45 byte and thus increases the packet size by 35%. If we decrease the MAC-length then adding integrity protection codes will consume less bandwidth but at a lower security level. Adding an 8 byte MAC code to each IP-packet, which could be seen as a minimum from a security point of view, would still expand the packet size by 17,5%.

Editor’s Note: The length of the MAC could be much shorter, e.g, 4 bytes.

The calculation above assumes that there is one IP packet per PDCP PDU
. Possibly several short IP packets could be put into one PDCP PDU. This would reduce the MAC-overhead, but increase the effect of a bit error.

Issue-2: Most IP packets are small

The contribution R2-061858 to the RAN2adhoc in June concludes that it is important for an LTE access network to provide for efficient transmission of large fractions of small packets. It’s quoted from that contribution: ‘ Internet traffic analysis studies (e.g., [1], [2]) highlight an important aspect that should be considered within the RAN groups in the context of LTE: more than 50 percent of all IP packets in the Internet are small (roughly 40 bytes or less). To a large extent those are the TCP acknowledgements and TCP connection management messages (SYNs / FINs). Note that a TCP receiver typically acknowledges every other data packet. Thus at least one third of the packets of a TCP-based bulk data transfers are TCP acknowledgements.

When assuming for an SAE/LTE access network a larger share of VoIP traffic then an even larger percentage of IP packets will be small. And when also assuming a wide use of IP based header compression within an SAE/LTE access network then those small IP packets will result in even smaller PDCP PDUs (e.g., roughly 5 bytes in the case of a TCP acknowledgement). ‘  

So we conclude here that adding integrity protection will cause a considerable overhead when performed at PDCP layer both for TCP and for VoIP traffic (cf. Issue-1).

Issue-3: Implications on conversational (real-time) voice.

Most audio/video encoding schemes will produce acceptable quality from the user point of view, even in the presence of bit errors. When applying integrity protection, a single bit error, either in the data portion of the packet or in the MAC portion, will cause a packet to be dropped. The effect may be non-acceptable voice-quality, dependent on the value of the BLER (Block Error Rate) that is expected to be higher at the cell-edges.

Editor’s Note: As far as SA4 is aware, only PS services apply to LTE. SA4 doesn’t foresee any PS services in LTE requiring that packets containing residual bit errors be received by the application layer and its media decoders. This is because SA4 assumes that the underlying layers (RLC/PDCP/IP/UDP/RTP) will discard any packets with errors anyway (i.e. Unequal Error Detection isn’t used). So the effect of packets drops due to failed integrity verification is expected to be null as seen by the media decoders. (from S3-060737)

Issue-4: Implication on streaming media.

In general on streaming media fewer problems are expected regarding quality when packets have to be thrown away at the receiver because of integrity check failures. This is due to the fact that packet buffering applies at the receiver and missing packets could be retrieved by the application before play-out (retransmission requests). Whether this can be done without noticeable effect on the application depends on the buffer size and the round-trip-delay.

Issue-5: Effects on information retrieval services (Bursty in nature).

The TCP layer provides the reliability for many upper layer applications/protocols (e.g. http), and thus ensures that missing packets are re-fetched. PDCP packet drops due to failed integrity protection would be corrected. However, using TCP results in the use of many short packets (issue-2).

Issue-6: Integrity services may be provided already at the upper layers.

Applications that require high security will use application layer security mechanisms (e.g. TLS) and these services mostly run on top of TCP (issue-5). However, SA3 decided that the security features of LTE should be developed as an independent toolbox without taking into account application layer security services.

Issue-7: The benefits for an attacker replaying/modifying encrypted packets are practically not so clear (no integrity protection)

It is well-known that encryption alone does not provide integrity protection features, but practically encryption alone may already increase the complexity to mount a successful attack. 

Considering the effects of packet modifications, it may not be so difficult for an attacker to meaningfully modify packets in the presence of encryption. Especially in the case of a stream cipher if the attacker knows e.g. the IP address of the target and the position of the IP address in the bit stream, the attacker can change it to any other IP address without having to break the stream cipher. This could be used in a redirection attack. Encryption of the UP traffic on one hand makes it more difficult for an attacker to determine the location of the IP header(s) within a PCDP PDU. In addition, in order to modify the destination address of an IP packet that is encrypted with a stream cipher, the attacker has to know the original destination address. A prudent security design would include user plane integrity protection in order to future-proof the system. 

Packet substitution or packet insertion of formerly sent (encrypted) packets will fail due to unmatched sequence numbering (SN)
 of the payload as this SN is used within the key stream generation (cf. UMTS).

Issue-8: The benefits for an attacker replaying/modifying unencrypted packets (no integrity protection)

As there is no packet authentication for user plane data in this case, this allows packet modifications (e.g. redirection attacks) and replays. When we assume that Network Domain Security is applied on the S1-U
 reference point in order to counteract S1 reference point threats, then the attacker needs to be active on the air-interface. In this case there is a benefit to apply user plane integrity protection. Dependent on the type of application this may reduce the perceived quality and available throughput (see issue-1/2)

Issue-9: Adding user plane integrity protection adds complexity/cost

Adding user plane integrity protection is not more costly from a performance point of view than ciphering alone. Assume that UIA1 and UEA1 can be reused then applying both ciphering and integrity protection seems to require twice as much cryptographic performance as for a UMTS UE. Keyed hashing can be done very fast. But for short packets integrity protection adds considerable overhead (cf. Issue-1/2). From an algorithm implementation point of view most implementation may be shared with the ciphering algorithm (e.g. UIA2, UEA2), but this is not the case generally. When we suppose that user plane ciphering is based on a stream cipher then most of the complexity, i.e. sequence number handling, is already there. Note that as described below, secure activation of integrity for user plane needs to be ensured.

(From S3-060651)

Protecting S1 user plane with integrity protection (between eNBs and SAE gateways) adds a requirement for the eNB to start processing each user plane packet going through the eNB, both uplink and downlink. This adds to the cost of the eNB as additional hardware crypto chip is required. Taking into account the high bandwidth of LTE, the crypto hardware must be powerful enough making it unsuitable to use the same hardware as is currently used. 

Having S1 user plane integrity protection also increases the processing requirement of crypto hardware in the SAE gateway for all user plane packets that are integrity protected on the S1 interface, both up and downlink. This adds to the cost of the whole LTE system. 

Adding integrity protection to the S1 user plane interface also increases the packet processing times on the system (first in eNBs and then in SAE gateways). Power consumption in the eNBs and SAE gateways also increases.

Having integrity protection between eNBs and SAE gateways in case of separated MME and SAE gateway increases the number of Security Associations on the LTE system, as each eNB must then have also an SA to the SAE gateways (or worse, to separate security GWs). This has an impact to the total system performance and management of the SAs.

Editor’s Note: The NDS/IP and related specifications may need to be revised to support user plane packets.

Issue-10: Activating user plane integrity protection when optional for use

The network shall decide whether integrity protection shall be used. This decision may be taken by the network based on operator settings. These operator settings could describe e.g. that user plane integrity protection shall be activated if no user plane ciphering is activated or that e.g. for VoIP integrity protection shall not be activated. In the latter case the SAE gateway needs to be involved in security activation. If this introduces complexity (so extra costs) is for FFS. In any case the UE needs to be informed securely about the network preference via NAS protected signalling.

Issue-11: Integrity protection does not solve the packet injection threat (From S3-060651)

Depending on the eNB implementation, it may drop some packets on the incoming S1 user plane interface in case the attacker is flooding packets with very high speed and the receiving buffers in the eNB are overflowing. Attacker having access to the S1 links means that she/he may also try to congest the link regardless if there is integrity protection or not. The result is service level degradation and possible packet drops. Integrity protection of S1 user plane packets does not solve these problems.

As a result the packet injection attack threat described in the security rationale document is high enough to justify S1 user plane packet integrity protection. The reason is that the threat does not pose high enough risk for the system and that the threat is not fully mitigated with this countermeasure. In the worst case the injected packets on the S1 interface go through the eNB to the air interface. However, the packet injector does not know the keys to create proper encrypted user plane packets, meaning that the UE will discard them. Thus, this attack is comparable to radio jamming attack, although the effectiveness depends on many factors.

6.2
Track of Decision

The countermeasure “confidentiality protection” is required. Because of the advantages mentioned in the previous subsection (editor: user plane packet eavesdropping) confidentiality protection shall be performed at or below the PDCP layer (for PDCP, cf. TR 25.813). (from user plane packet eavesdropping conclusion)

It was decided at SA3#44, based on S3-060490, that confidentiality (and, if, required, integrity) protection shall be performed at or below the PDCP layer.


The work assumption is no integrity protection for user plane (from S3-060670).

The work assumption is no integrity protection for user plane on S1 interface (from S3-060651).

*************** Next change ******************************

7.2
SAE/LTE AKA 

7.2.1
Requirements on SAE/LTE AKA 

The possible options for SAE/LTE AKA have been discussed as:

· Use of “native” UMTS AKA.

· Use of EAP AKA.

UMTS AKA is considered to be a trusted protocol for authentication. The signalling sequence in high-level for authentication and key agreement in UMTS can be reused in SAE/LTE as well.

7.2.1.1
General

R0: The SAE CN and LTE AN SHALL allow for keys of size 128 or 256 bits. (From S3-060632)

-
The MME shall be able to derive (key derivation function) keys of 256-bit length for CP, UP based on the information received in the Authentication vector (and potentially other information).

-
The signalling protocols between the key derivation function in the MME and the key usage functions (i.e. the encryption and integrity protection functions) shall be able to transport keys of 256-bit and 128-bit length.

-
The MME, SAE gateway and eNodeB shall include Encryption and Integrity protection functions that are able to handle a key size of 128-bit. In case a 256-bit key is received then it needs to be truncated before interfacing with the security functions.

-
The MME, SAE gateway and eNodeB may include Encryption and Integrity protection functions that are able to handle a key size of 256-bit.

-
Secure algorithm negotiation shall distinguish algorithms using 128 and 256-bit keys.

Rationale: the 128 bit level is needed for compatibility reasons (assuming that UMTS UEA/UIA security algorithms are to be possible to re-use also in LTE). While there currently is no need to go beyond 128-bit keys, even in 10-20 years perspective [1], and while the only threat to 128 bit keys appear to be quantum computers, it seems wise to guard SAE/LTE investments well beyond the 20 year time frame, hence the 256 bit level. The penalty to support also 256 bit keys seems very small, considering the amount of “future proofness” it provides.

*************** Next change ******************************

7.2.2.3
Detailed impacts (outstanding standardization work)

I-1: Location of the EAP authenticator function

The network node that performs the authenticator function has access to all EAP exported keys i.e. MSK, TEK and IV. Therefore EAP needs to be terminated above eNodeB i.e. in the MME. The main reason is that the MME needs to derive keys for NAS and user plane.

I-2: Necessity of further key derivations for use in LTE (RRC and PDCP protocols).

Neither the EAP-AKA RFC, nor the EAP-framework provides a key derivation for the use of keys in the specific LTE protocols. This key derivation needs to be defined for both EAP AKA and NAS UMTS AKA. This can be documented in 3GPP specifications.

Figure 7 illustrates an example key derivation for NAS UMTS AKA.
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Figure 7 Example Security contexts/key derivation in LTE based on NAS UMTS AKA

In this key derivation solution for LTE access, the CK, IK would NOT be used directly to protect a particular protocol. In idle state only the LTE security context needs to be transferred when the UE performs a tracking area update to a different aGW. On User plane establishment and RRC state change to ACTIVE, keys can be derived within the MME and then distributed to the concerned entities or the SAE gateway and eNodeB keys could be sent by the MME to the SAE gateway and the RRC keys could be distributed to the ENodeB on SAE Bearer activation
.

A suitable key derivation could be build using TS 33.220 Rel-6 key derivation functions (Annex B) or other EAP-based examples.

Figure 8 illustrates an example key derivation in LTE based on EAP-AKA.


[image: image3.emf] 

MME: LTE security  context : {MSK}  

UPE   (LTE active only): CK’  derived from MME  security conte xt for   User data protection  

RAND, AUTN, RES, MSK, TEK  Temp Id  

For  eNodeB  distributed via UPE   (LTE active only): IK’  derived from MME  security context for   RRC signaling  protection  

MME   (LTE active/idle only):  CK’’, IK’’ derived from  MME security context  for   NAS signaling  protection  

AAA - server  

HSS/AuC  


Figure 8 Example Security contexts/key derivation in LTE based on EAP-AKA

As noted before, using a security context forwarding concept (as known from GSM/UMTS) between LTE/SAE nodes will imply a deviation from the EAP keying framework. This issue needs further study.

I-3) EAP needs to be carried over LTE-access

An equivalent to EAPOL is needed and needs to be documented in IETF or 3GPP. Documentation in 3GPP may be preferable.

Editor’s Note: RFC3748 has requirement on lower layer and should be included into this study. Known EAP security issues must also be addressed (for example “EAP Success/Failure” message insecurity).

*************** Next change ******************************

7.4
Key handling

7.4.1
UMTS AKA

UMTS AKA is able to agree one pair of CK and IK. But there are more than one security associations in LTE/SAE. It should be studied that how to generate and deliver keys for UP security, NAS security and AS security to corresponding network entity. UE and network should be able to deduce the keys for protect AS, NAS and user data. These keys should be delivered to entities which perform security operation by entities in network side. 

Two possible solutions as listed following can be used to generate and deliver the keys for UP security, NAS security and AS security to corresponding network entities.

1) More key generation functions are implemented in UE and HSS. UE and HSS are able to use these key generation functions to generate keys for NAS security, AS security and UP security. These keys are encapsulated into Authentication Vector. HSS sends these keys to MME. MME delivers these keys to corresponding entities which perform security operation. 

2) UE and HSS deduce CK and IK as root keys. MME gets root keys from HSS. Based on the root keys, MME and UE deduce the keys for NAS security, keys for AS security and keys for UP security. MME delivers these keys to corresponding network entities which perform security operation.

Editor’s Note: The better expression other than “root key” is needed.

Editor’s Note: The backward compatibility on key generation and delivery should be guaranteed. 

7.4.2
Serving Network Authentication for LTE (from S3-060716)

7.4.2.1
Introduction 

According to 3G TS 33.102, UMTS provides network authentication in the following sense:

Network authentication: the property that the user corroborates that he is connected to a serving network that is authorised by the user's HE to provide him services; this includes the guarantee that this authorisation is recent.

This means that the UMTS user obtains some guarantees about the authorization of the serving network, but he does not authenticate the serving network, i.e. he cannot corroborate its identity. UMTS has the further property that session keys are not bound to particular serving networks: an authentication vector may be used by a VLR or SGSN in any serving network. It may also be forwarded between serving networks. This is as in GSM, but is different from EAP: in the EAP framework, keys must not be shared among authenticators. 

It is the purpose of this section to clarify the question whether in SAE session keys should be bound to serving networks identities and whether serving network authentication should be provided in SAE. 

The scope of the discussion in this section is meant to apply to 3GPP networks. Abbreviation: we use SN for serving network in the sequel.

7.4.2.2
Threats

The following discussion applies to UMTS and, if a similar authentication approach as in UMTS was adopted, also to SAE.

When there is no SN authentication a user has no assurance to which SN he is connected. This may matter to the user because he may have preferences in network selection due to differences in e.g. security levels, tariffs. There is an attack if someone actively deceives the user about the SN identity. This requires the attacker to use a false base station and to broadcast a false SN identity on the radio interface or in the network information transferred during registration. For the attack to be successful, this SN identity has to have higher priority on the list of operators in the UE than all the other networks whose signals can be received by the UE, cf. next section

As usual in false base station attacks, there are two modes of operation in which the attack can be conducted:

a) the false base station may act as a relay towards a target network forwarding all traffic transparently, either by connecting to the target network through the Iub interface (requiring the target networks consent), or by acting as a UE towards the target network. Once, ciphering has been switched on the false base station sees only encrypted traffic.

b) the false base station may act as a UE towards the target network and assume the roles of NodeB and RNC towards the attacked UE. In particular, the false base station would terminate security in both directions.

Discussion:

None of the variants of the attacks would allow call theft, but eavesdropping and potential financial gain for the operator need to be discussed a little more:

Mode of operation a) is technically always possible, but of limited gain. A target operator could try to attract more users for financial gain, but it is very unlikely that this could go on at a commercially significant scale without being detected. The risk for the target operator is high: loss of roaming contracts. Therefore, the UMTS business model suggests that this attack is of no practical relevance in UMTS. But business models may change in SAE, e.g. because smaller operators having no long-term agreements with a home operator could be dynamically authorised to provide service to the home operators users, cf. the current discussion in SA1 on network composition as documented in TR 22.980. 

Furthermore, an attacker may use mode of operation a) without the involvement of the target operator. Then there is no financial gain for the attacker, but there could be a potential motif for the attacker if the target network did not employ encryption. Then eavesdropping would become possible. An attacker would be likely to target specific users. For the attack to be successful, he would have to follow the victim around and wait until the victim makes a call while having the false base station up and running. Furthermore, the attacker would have to eavesdrop on the unencrypted radio interface to which the false base station is connected. (Remember the conditions of mode of operation a) .) The impact of the attack can be mitigated by the fact that a user may be warned by the ciphering indicator on his UE. 

Mode of operation b) becomes possible only when an attacker can steal authentication vectors from a compromised network. Then it would not even be necessary for the attacker operating the false base station to connect to a real network, provided he could fake all the expected responses to the victim UE. Everything said above about the conditions for successfully operating a false base station holds also here, and the consequences of b) would again be eavesdropping and financial gain. Furthermore, the use of authentication vectors from a compromised or malicious network on a larger scale is quite unlikely to go undetected in the long run. The long term business relations with other operators embodied in roaming agreements are vital for operators in the UMTS business model. But again, we are not sure whether this still holds in SAE.

In addition, in UMTS AKA the use of a stolen authentication vector is limited to one instance of service provision, and it becomes unusable when its sequence number is too old to be accepted by the USIM. This considerably limits the scope of the eavesdropping attack, and stops the attack completely as soon no fresh authentication vectors are stolen. (Actually, this is the reason why sequence numbers were introduced. Other types of false base station attacks could have been countered by signalling integrity alone.)

Similar threats were described in the paper [4].

Summing up: there is a theoretical threat which, in UMTS, seems of little practical relevance. This may, or may not, change in an environment in which SAE may operate in the future. In how far serving network authentication could help here, is considered in the next section.

7.4.2.3
Countermeasures 

Mechanism to provide serving network authentication

This section looks at the mechanism which could be used in SAE to provide serving network authentication in case it was decided to have this feature in SAE. 

One apparently straightforward way of providing serving network authentication would be the following:

SN authentication could be achieved in SAE/LTE if SN-specific confidentiality and integrity keys CK’, IK’ were derived from CK, IK and the SN identity. The UE could perform this key derivation using the SN identity as received over the radio interface. The MME would obtain CK’, IK’ from the home environment and would not see CK, IK. This would then achieve SN authentication in the following sense: If the keys do not match on the UE and SN side, which would be the case if the SN identity was faked towards the UE, communication is not possible.

A prerequisite for this approach is, of course, that the SN identities (e.g. MCC+MNC) seen by the UE and by the home environment are the same. It should be noted here that an operator may use the same identity for GSM, UMTS and LTE. The SN identity must be able to be transported to the home environment in the correct protocol layer. This was a problem with earlier versions of MAP, but should not be a problem in SAE any more. Furthermore, it is a prerequisite that the home environment can authenticate the SN. (This cannot be taken for granted as we know from the discussions about MAP security.) The UICC and the Authentication Centre could operate as in 3G Release 99 if the derivation in the UE was performed by the ME, and the derivation in the home environment was performed by a key derivation server in front of the Authentication Centre. This key derivation server could be part of a AAA server, but it could also be included in the Authentication Centre or HSS in other ways. In particular, load balancing by pre-computation of authentication vectors in the Authentication Centre would still be possible. The UMTS AKA protocol would not change, only an additional key derivation step would be introduced after the completion of the authentication and key agreement protocol and before the use of confidentiality and integrity keys. 

The use of different index values for different service domains in the array scheme for UMTS AKA sequence number management, as in TS 33.102, would still be possible, and would be independent of SN authentication. (Cf. Annex C.3.4 of TS 33.102: “Authentication vectors distributed to different service domains shall have different index values (i.e. separate ranges of index values are reserved for PS and CS operation).”

The MME would then further derive the keys required for the security associations on the links MME-UE,  and eNodeB-UE from CK’, IK’, and distribute these derived keys to SAE gateway and eNodeB. The UE would derive these keys in the same way. It must be, of course, ensured that the user and the network side derive the same keys unambiguously. In particular, the UE must know whether such key derivation is required (i.e. in LTE) or not (in UTRAN).

Limitations of countermeasure: issues with serving network authorization

Mutual authentication is a feature, which is frequently demanded, with little regard to whether the result of the authentication can be useful to the verifier of the authenticated identity. To explain: it is all very well that the user, or his equipment, may be given the possibility to cryptographically verify the identity of a network he is connected to. But what does the user, or the UE, then do with the verified identity? How can the user, or the UE, decide whether this particular network is a network the user wants to connect to? In other words, the question is how the user can decide which network is authorised by him to serve him. (He already knows from UMTS AKA that the network is authorised by his home operator to serve him.)

UE and (human) user are condisered separately:

Authorisation of the SN by the UE:

In UMTS, PLMN selection is either manual or automatic. A UE can automatically perform network authorisation by checking the authenticated SN id against one of the lists used for PLMN selection. The USIM carries two ordered lists: one user controlled list and one operator controlled list of PLMNs. In automatic mode the UE first tries to connect to HPLMN, then in priority order to one of the PLMNs in the user controlled list, then to a PLMN in the operator controlled list and finally to the other available PLMNs in order of quality of radio reception. In particular a UE that receives its HPLMN with sufficient quality will always camp on one of its HPLMN’s base stations. 

The value, which serving network authentication adds here, is that the attacker can no longer broadcast the network identity of an SN high on the UE’s priority list. His false base station has rather to blind out signals from SNs with higher priority on the list (assuming that the attacker could not steal authentication vectors from a high priority network). This makes the attacker’s job technically more difficult, but not impossible, and may pose no restriction at all in certain roaming situations.

In addition to today’s automatic network selection procedures in UMTS, one could think of plausibility checks of SN identity against other data reliably available to the UE, i.e. the identities of SNs of neighbouring cells, or geographical information. One could, e.g. think of comparing Mobile Country Codes in the SN identity against GPS information available in the UE to detect a mismatch. But the practicality of this kind of plausibility check would require much more study, and it would probably offer only limited protection. Authorisation of the SN by the user:

In manual network selection mode the user is presented a list of available networks ordered according to the same priorities as in automated mode. The user then selects the PLMN he wants to connect to from this list. With SN authentication, the user could be sure to be presented the correct identities. More generally, with SN authentication the user could always see a verified identity of the current SN on his display. But also this property is of limited value:

First of all, it has been a good principle in UMTS and GSM, not to encumber the user with security decisions. (Please remember the discussion in SA3 in the context of rejection of non-ciphered calls, where it was argued by operators that this feature was undesirable from a customer service point of view.)

Furthermore, according to TS 22.101, Annex A, the serving network can send Network Identity and Timezone (NITZ) during the registration, and then NITZ would be displayed to the user, and not PLMN names stored in the ME. This is so in order to ensure the most up-to-date information on the serving networks. In roaming situations SN identities and SN names may be often quite meaningless to the user as they may have never heard of them. The display of the country name is currently optional. It may certainly help to make the display of an authenticated country name mandatory, but the user may still easily overlook it. Hence authorisation of the SN by the user looking at the operator name on the UE’s display has practical limitations.

Finally, it is seen as the prime interest of a user (and his home operator) that the user is able to obtain service anywhere at any time. A user may have a list of preferred operators, but a user cannot distinguish whether his preferred operator is not able to provide service e.g. due to a lack of coverage or overload, or whether its base station is blinded out by the false base station of an attacker. So, if service by the preferred operator is not available the user faces the choice to not obtain service or connect to another serving network. (Remember that the 3G AKA protocol guarantees that a user cannot be connected to just any serving network, but only to serving networks authorised by the user’s home environment). The obvious choice from a marketing point of view can only be to permit connection to a non-preferred serving network. Serving network authentication then does not help here if the attacker’s false base station can blind out the preferred SN, and if the (true) identity of an SN, from which the attacker may have stolen authentication vectors, does not alarm the user. 

Summing up: while section 2 showed that serving network impersonation attacks are theoretically possible, but of little practical relevance in UMTS, this section showed that serving network authentication would have only limited value to counter these attacks for want of practical serving network authorisation. This is the main reason why serving network authentication was not introduced in UMTS although it would have been technically possible.

Scope of countermeasures: mobility aspects

Everything which was said in this section relates to authentication and key agreement. The described attacks assume that the victim user wants to register with a particular network and has to perform authentication. But in UMTS, it is possible to hand over to another SN without authentication. Rather, the session key CK, IK are transferred to the target SN. 

It should be discussed in SA3 whether there is a risk in this way of doing handover, which would warrant a handling different from UMTS. It’s stressed here that this is a different discussion. The use of SN-specific session keys and SN authentication in LTE may still be compatible with the forwarding of such keys to different SNs in handovers. But other alternatives are also conceivable which have a less severe impact on handover performance than re-authentication during handover. This is ffs.

Unused authentication vectors should probably not be forwarded from one SN to another. This is ffs.

7.4.2.4
Conclusions

This section shows that there are certain theoretical attacks in UMTS and SAE (if a similar authentication approach as in UMTS was adopted for SAE) which exploit the fact that authentication vectors can be used in any serving network, and that UMTS does not provide serving network authentication. It was also shown that the attacks are of little practical relevance in UMTS, for which one of the reasons is the UMTS business model, and that serving network authentication would only provide limited protection against the residual risk due to practical difficulties with serving network authorisation. This trade-off led to the decision for UMTS not to introduce serving network authentication.

But in SAE, business models, trust relationships and roaming agreements may change. Hence, it may be worth looking into the possibility to provide serving network authentication in SAE/LTE. It was also shown here that, if desired, this could be done with little effort. Handover aspects should be considered separately, and would not necessarily be affected by a decision in favour of serving network authentication.

7.4.3
Key derivation

7.4.3.1
Key generation during initial access   (From S3-060648)

Figure 10 shows an overview of SAE initial access authentication signalling and where the different keys are proposed to be generated. KDF (Key Derive Function) is used to derive different keys.  After successful authentication, MME and UE will use KDF to generate separate keys for NAS/UP/RRC based on CK, IK and RAND agreed during authentication procedure.
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Figure 10  key generation for initial access

Many different KDF functions would be applicable for the purpose. Only three examples of them are listed:

Alternative-1: Specified KDF function in TS 33.220 Annex B. 

SAE_keys = KDF (Ks, "static string", RAND, IMPI, SAE_Ids)

Where:

Ks is generated by concatenating CK and IK. IMPI could be obtained from the IMSI as specified in TS 23.003. SAE_ids could be e.g MME_id, eNB id and SAE gateway_id or MME’s, eNB’s and SAE gateway’s names. 

SAE_keys will express then MME_key, UP_key, RRC_key.

“static string” could be “LTE_CK” and “LTE_IK” to generate CKs and IKs.

Editor’s Note: It is for further study whether the identities of the nodes would be used.

Editor’s Note: If EAP AKA is used, KDF needs to be reconsidered because EAP AKA has its own KDF.

Alternative-2: Uses Milenage f3 and f4 to derive keys

SAE_keys(K)=KDF(K, RAND XOR SAE_ids) 

Where: SAE_ids could be e.g. MME_id, eNB id and SAE gateway_id or MME’s, eNB’s and SAE gateway’s names.

When K=CK, SAE_keys(CK)= f3(K, RAND XOR SAE_ids)

When K=IK,  SAE_keys(IK)= f4(K, RAND XOR SAE_ids)

Alternative-3: (From S3-060692)

In this alternative, the LTE/SAE system uses the UMTS AVs and derives the other keys as follows:

CKNAS || IKNAS || CKAS  || IKAS || CKUP = prf+ (Identity of UE || IK || CK)

The keys are derived in the MME and in the UE, after successful AKA procedure.

7.4.3.2
Key distribution during handover in inter-RAT(From S3-060648)

Continuous ciphered mode should be maintained during inter-RAT handover from E-UTRAN to UTRAN if ciphering has been activated and ongoing in E-UTRAN. The topic is current under discussion in RAN2. Thus, the distribution of security data (unused authentication vectors and/or current security context data, e.g. used CK, IK etc.) between SGSNs and MME should be discussed in SA3 as well. This section proposes to transfer security context in similar way as used between GERAN and UTRAN.

The following cases are distinguished related to the distribution of security data. 

Case 1, Inter-RAT Handover : LTE to 3G (2G)

Authentication vectors (unused vectors, current vector used in authentication) could be transferred from MME to 3G SGSN. For 2G SGSN, MME could make conversion functions e.g. CK, IK->Kc and XRES->SES before transfer security data if required. 

Case 2, Inter –RAT Handover : 3G/2G -> LTE

Authentication vectors could be transferred from 2G/3G SGSN to MME. After MME received security context, e.g. CK, IK, it should be able to derive SAE_keys=KDF. KDF could be one of two KDFs described in the chapter 2.1. 

Note: In addition to above cases, security context transfer from one MME to another MME in a PLMN might happen as well, however it is considered as rare case. Of course, security data could be distributed. In this case only SAE_key for NAS signalling needs to be updated with a new MME_id.

Editor’s Note: AV forwarding is FFS.

7.4.4
Key management aspects for LTE/UMTS interworking (from S3-060704)

· that LTE MME shall implement strong backwards key separation towards legacy systems,

· that Rel8 SGSNs shall implement strong backwards key separation towards LTE,

· that possibilities for forward security between Rel8 and LTE are to be further studied.

7.4.5
Security algorithm selection for LTE (from S3-060705)

· LTE should from the start have support for UEA1, UIA1, UEA2 and UIA2. 

Signalling at SAE gateway and MME relocation should allow the transfer of algorithm information to target SAE gateway, MME and UE.
*************** Next change ******************************

7.6.4
Key handling

Draft Report SA3#42: “So, at this stage there is no convincing argument that separate keys have significant benefit, but SA3 would like to reserve the right to continue study on it. It is understood that RAN still needs to go forward with the Handover, architecture and it was decided that RAN should be given the go ahead on common keys. “

LTE/SAE should support at least 2 algorithms in the beginning. One is UEA2/UIA2. The weak working assumption for the 2nd algorithm is AES (S3-070059), but not because of security reasons.
“Opinion were requested so that a decision could be made whether to have serving network authentication or not. Delegates were asked to determine if this is a threat or not.”
Editor’s Note: The added value isn’t clear.
SA3 agreed to use key hierarchy presented in 7.4.7 as a working assumption for LTE (S3-070095).
Editor’s Note: SAE gateway identity binding is ffs.

Editor’s Note: Whether this key hierarchy should be introduced in UTRAN if ffs (relation to S3-070089).
SA3 agreed to bind authentication vectors to SAE usage with the AMF field (7.4.8) (S3-070096)).
Key handling in idle and active mode mobility presented in 7.4.9 was adopted as a working assumption (S3-070097).
Editor’s Note: Usage of START value is ffs.

Key handling in mobility, presented in 7.4.10, was agreed as the baseline for further discussions (S3-070099).

7.6.5 Security procedures (S3-070017)

Editor’s Note: This section needs to be re-checked in case the PDCP is relocated to eNB.
· the meaning of “transparently to the UE RRC and the ENodeB” in assumption 4 (in S3-060833) “Change of integrity and ciphering keys will be performed transparently to the UE RRC and the ENodeB at state transition from idle to active mode”

At state transition from idle mode to active mode an RRC context will be established in the UE and the ENodeB respectively. At this occasion the UE RRC and the ENodeB will be provided with keys from higher layers and the MME respectively that are used for applying RRC integrity protection and ciphering. Whether at this procedure new keys or already applied keys are given to the UE RRC or the ENodeB does not affect the procedure, supposing that in each case a suitable START value is negotiated between the UE and the NodeB which might be 0 in the case of new keys. In this case the change of keys from previously used keys can be seen as “transparent” to the ENodeB / RRC.

· The assumption 4 (in S3-060833) refers only to RRC signalling.
· Would incrementing the RLC sequence number by an offset at handover, instead of resetting it to zero, be acceptable to RAN2?

RAN2s intention is to remove the need to inform the target ENodeB about the last used SN in the source ENodeB since this prevents the transmission of messages from the source ENodeB to the UE after initiating the handover procedure towards the target ENodeB. Therefore applying an offset to the SNs after the handover compared to the SNs used before the handover is not desirable. RAN2 does not see any problem with restarting the RLC SN from an arbitrary value. However it is the RAN2 understanding that it is anyway easily detectable from the signalling of the target cell that a new UE has just arrived due to the fact that a new C-RNTI is used in the signalling of the target cell, and thus we do not see any gain from this proposal.

· Would incrementing the PDCP sequence number by some offset at handover be acceptable to RAN2, if done by eNB and the UE?

The PDCP SN is assigned in the PDCP entity in the UE and in the UPE in the network, and is supposed to be handled transparently by the UE lower layers and the ENodeB. Incrementing the PDCP SN in the UE and the ENodeB would imply a violation of this layering principle. Introducing a gap in the SNs in the UPE and the PDCP entity in the UE would not work due to the fact that in the DL all PDCP PDUs may not have been transmitted in the source ENodeB and will be forwarded to the target ENodeB which would imply that the PDCP SN would be consecutive. Furthermore due to consecutive handovers RAN2 is concerned about the fact that the PDCP SN would increase very quickly. For these reasons incrementing the PDCP sequence number by some offset at handover is not seen as a possible solution in RAN2

7.6.6 User plane security
It was agreed that PDCP and user plane ciphering in eNodeB in SA2-RAN2-RAN3 joint meeting in Feb 2007. 
*************** End of the change ******************************

























































































































































































































































































































































� Similar considerations (but less severe) apply when block cipher encryption is used as this may already cause packet expansion before even integrity protection is applied


� It’s assumed that confidentiality & integrity protection is applied at the PDCP Layer.


� It’s assumed here that the encryption layer is at PCDP i.e. below the IP layer such that it is hard for an attacker to perform meaningful and sustainable packet (including IP header e.g. for redirection attacks) modifications.


� If encryption is applied in the way it is in 3G


� S1-User plane (between eNodeB and UPESAE gateway)


� MBMS has optional user plane integrity protection


� Co-location of MME and UPESAE gateway (or their eventual split and resulting flows between them) are under discussion within SA2
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