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6.26: SAE/LTE 

1. Introduction

The January 2006 joint meeting of SA3, RAN2 and RAN3 has made recommendation to terminate LTE/SAE security associations for both UP traffic as well as for NAS at the node “above eNodeB”.

Even though the joint meeting’s recommendation dealt with purely logical network entities, the spirit of the recommendation is overly prohibitive for collocation of the physical network nodes.

The goal of this contribution is to amplify overall benefits of the maximally flat-IP architecture and elaborate on its specific security advantages. This contribution is a companion contribution to the S3-060434, “Clarification on Security Termination in LTE/SAE”, S3-060436; “SAE/LTE: on the Termination point for Security Associations” and S3-060437, “Collocating the eNodeB and MME/UPE”.
2. Advantages of the maximally flat-IP network

2.1 Overall benefits of the maximally flat-IP network

The authors trust that an SAE/LTE system architecture which collapses the typical CN and RAN functionality into a NodeB is critical for the following reasons:

· Reduced Latency - Collapsing the RAN protocol stacks in the base station eliminates significant processing and queuing delays which reduces end-to-end latency and enables a graceful scaling of the network;

· Reduced Signaling Delay - Integrating CN functionality in the cell site speeds up the signaling that is required to setup, maintain and tear down radio bearers.  Instead of having to communicate between the various network elements for bearer maintenance, an integrated NodeB can deal with the various layer-3 messages internally.  When the protocol is executed internally, much of the signaling overhead is avoided when compared to a typical UMTS system and acts as a single point of integration as SAE/LTE evolves thereby minimizing the impact of LTE and SAE on current network operation;  

· Route Optimization - we expect most VoIP calls to be local calls.  To optimize backhaul traffic, Lucent prefers direct routing between endpoints to avoid long transmission delays in the backhaul and to minimize the amount of traffic that needs to be transmitted over the backhaul.  Especially the latter can thus lead to operational expense reductions as lower capacity Core Network links are required.  In addition, smaller capacity central L3 anchors are required as more data is routed directly between network endpoints.  If data needs to be hauled to a physically separate UPE before it can be route optimized, potentially latency gains are lost.  Layer-3 route optimization can be supported by enhanced IETF mobility mechanisms.

· Self-scaling - With evolving air-interface standards, the throughput over-the-air is expected to be much higher. In the evolved HSPA+ and LTE standards, all the bearer traffic from multiple NodeBs would be directed to central elements such as MME/UPE. Even though the MME and UPE can be distributed, in reality there will not be many of such network elements, which implies concentration of traffic in these network elements.  This concentration would require the central network element to be extremely high throughput and computation intensive element to deliver the necessary performance. In addition, such concentration would also introduce a bottleneck and a single point-of-failure in the network.  The integrated NodeB architecture would alleviate the need for sending all bearer traffic to a single point in the network;

· Convergence - By integrating some GGSN functionality (most notably the IP interface) inside the NodeB, the integrated NodeB can be interfaced through IP mechanisms – i.e., the integrated NodeB is an IP edge router that happens to be served over a particular air interface.  Converging the integrated NodeB system with any other IP-based access technology has become an issue of interfacing both IP interfaces.  We envision inter-technology IP mobility to be supported by way of client Mobile IP.  Inter-technology IP mobility can be supported by way of client Mobile IP and the Intra-technology IP mobility -- by proxy Mobile IP;

· OPEX/CAPEX Reductions - Operational and capital expenditures are shown to be reduced when compared to similar expenditures for legacy systems by inter-connecting the RAN through IP technologies over switched Ethernet.

· Fault Tolerance - By distributing traffic and/or call processing over a number of integrated eNodeB’s, a partial failure in the system can never lead to a large disruption. If a single integrated NodeB fails, potential service disruptions are localized.  Since service disruptions are localized, no complicated failure recovery mechanisms are required in the integrated NodeB.  The latter reduces the overall complexity of the system.

· Distributed Security – Any Denial of Service (DoS) attack combined with an integrated NodeB can only hinder service in the geographical area being served by that integrated Node B. 
· Simplified allocation of the security functionality to the network nodes and more straightforward management of the security key(s) distribution to the network elements [S2-062316].
2.2 Security advantages of the maximally flat-IP network

The functional integration of the flat-IP network presents us with a line of opportunities in the security area. This contribution’s goal is to bring these opportunities upfront. 

One of the fundamental advantages of the flat-IP architecture is that it offers an opportunity to defend the network using a distributed approach. In the rest of this section, we outline advantages of such approach. In addition, we demonstrate that a distributed approach to network security provides high availability, solving one of the challenges in packet switched networks. 

Consider the hierarchical and centralized network that exists today. In it all network elements are IP addressable. There are some well known and several more emerging Denial of Service (DoS) attacks that can essentially bring down an RNC and/or a Gateway Node (SGSN/GGSN). If an RNC is brought down then all base stations that are connected to that RNC are "out of service", and consequently it affects a large set of users. If a gateway node is brought down (which is arguably easier), then an entire market is brought down -- redundancy within the nodes doesn't help here, since the redundant units also use the same IP address and it's the IP address that is under attack. 

 In the centralized architecture described above any "virus" and/or "worm" attacks, from a completely "innocuous" source (i.e., mobile terminal), has the potential to spread to all mobile terminals that are communicating with the gateway node. Although virus and worm attacks are more common from the "application layer" rather than network layer -- it's not uncommon for network operators to caching data (and, inadvertently, malvare), which then quickly starts to propagate to other network elements. 

 In a maximally flat IP network we have the opportunity to limit DoS attacks to just one cell site. This is an obvious corollary of distributed network architecture. Obviously, DoS attacks can come from suspicious mobiles as well. In general "wireless access" networks are considered to be "open" to attack since the notion of perimeter has completely vanished compared to wired networks, where a firewall at the perimeter is "sufficient to protect" a network against known attacks. In a flat-IP network, various firewall functions can be integrated. IP firewalling mechanisms (i.e., deep packet inspection) can be leveraged for isolation of malware. This actually offers "protection" to the backhaul and the rest of the network. 

Likewise, a maximally flat-IP network is capable of limiting "virus infections" to just a single cell site. Moreover, we have the opportunity to "quarantine" certain suspicious packets using standard IP layer fingerprinting techniques. In addition to that, DoS and virus attacks are an evolving game. The defence against "well known" attacks invariably includes False Positives and False Negatives (i.e., mistakes). These effectively are denials of service one-way or the other! Arguably, one can never completely prepare for this. The distributed nature of the network can limit such damage, and will undoubtedly allow a network operator to be better prepared. 

Overall, the distributed nature of a maximally flat-IP network allows the Operator to be better prepared to defend against network attacks by limiting the scope of the attack. This renders itself to higher availability. 

The flat system’s security architecture can provide stronger security architecture when compared to the hierarchical one, which essentially relies on the physical security of a selected network element.

3. Analysis

We analyzed security advantages of the maximally flat-IP network architecture presented in the companion contribution S3-06XXXX “SAE/LTE: on the Termination point for Security Associations”.

Flat system security architecture key features are:

· Security does not rely on physical security of the network

· A cell site holds a few session keys compared to a SGSN/aGW

Means to satisfy cell-site security features:

· Tamper-resistant cost-effective processing inside the cell-site – the cell-site vault

· Secure booting techniques of secure hypervisors, hardened operating systems

· Secure tunnel to the AuC/mobile and HA

Such means warrant protection against:

· Physical intrusion

· Network eavesdropping

· RRC DoS

· Hijacking of sessions

· Theft of service
4. Conclusions
It is evident that every attack scenario and threat analyzed in previous SA3 contributions is pivoting around “physical insecurity of eNodeB”.

We kindly ask SA3 to clarify their recommendation per our contribution S3-060434, “Clarification on Security Termination in LTE/SAE”.
5. References and Abbreviations

5.1
Abbreviations

CAPEX
Capital Expenditure

eNodeB
Evolved NodeB

eUE

Evolved User Equipment

eUu

Evolved Uu-interface

MM

Mobility management

OPEX

Operational Expenditure

RRC

Radio Resource control

UP


User Plane
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