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1. Introduction

The January 2006 joint meeting of SA3, RAN2 and RAN3 has made recommendation to terminate LTE/SAE security associations for both UP traffic as well as for NAS at the node “above eNodeB”.

Lucent argues that the joint meeting’s decision only reflects the split of the (control and user) protocol stacks over the various logical functional elements.  However, the spirit of the various contributions that were filed after the joint meeting seems to indicate that some participants to SAE/LTE have treated the logical split of functional elements as a physical split.  Lucent disagrees with this approach and argues that, provided the security threats that were identified by SA3 can be resolved at the cell site, the current logical split does not prohibit executing the MME/UPE at the cell site.  

Moreover, Lucent argues that executing the MME/UPE at the cell site provides a more streamlined architecture without access-technology specific central nodes and thus becomes more cost effective and better performing than the current hierarchical proposals. The goal of this contribution is to trace the SA3 decision process, and to demonstrate that the proposed architecture is excessively restricting architectural and deployment choices of the Next Generation Mobile Network Operators (NGMNO).
The authors believe that LTE/SAE is being designed as the 3GPP architecture of choice for the next 10 years. Revisiting the question of termination LTE/SAE security associations is a pivotal part of selecting the right LTE/SAE architecture. We strongly believe that it is possible to achieve a secure LTE/SAE architecture without resorting to inflexible and markedly limiting architectural choices. 

In addition, this contribution respectively asks SA3 to clarify its recommendations to SA2, RAN2 and RAN3 regarding LTE/SAE security termination points. 

2. Overview of architectural alternatives

This section provides current LTE/SAE architecture (Figure 4.2-1: Logical high level architecture for the evolved system) from p.13 of the SA2 TR23.882 v.1.1.0 from April 2006.


[image: image1.emf] 

Evolved Packet Core  

Evolved  RAN  

S 1   Gi  

Op.   IP    Serv.    (IMS,    PSS,    etc…)  

Rx+  

S 2  

GERAN  

UTRAN  

GPRS Core  

Gb  

Iu  

S 3  

MME   UPE  

Inter AS   Anchor  

S 4  

non 3GPP   IP Access  

HSS  

PCRF  

S 5  

S 2  

S 7  

S 6  

WLAN   3GPP IP Acces s  

* Color coding:   red  indicates new funct ional element / interface  


The authors of this contribution are supporting more flexible logical high-level architecture depicted at the Figure 2. The benefits (including security advantages) of the depicted flat-IP architecture are listed in the companion contribution S3-06XXXX “SAE/LTE: Security advantages of the maximally-flat IP architecture”. Our overall belief is that the maximally-flat IP system’s security architecture can provide stronger security architecture when compared to the hierarchical one.

Figure 2: Logical high level architecture for the maximally-flat IP-based LTE/SAE with collocation of eNodeB and MME/UPE
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3. Analysis

We analyzed contributions advocating the placement of LTE/SAE security termination at the “higher node” The findings are presented in the Table 1 below, as well as in the text following the Table 1. 

	##
	Issue with the flat-IP network
	Source
	Solutions

	1
	It increases the risk of user traffic eavesdropping and theft of service from increasingly vulnerable base stations or backhaul links, compared to the case where security is terminated further back in a more “trusted” part of the network
	TD S3-050764 (Vodafone)
	Physically vulnerable base stations and backhaul links have to be secured. 

	2
	CAPEX and OPEX of the flat-IP network are too high 
	TD S3-050771 (Ericsson, Siemens and T-mobile)
	CAPEX and OPEX of the flat-IP network are grossly exaggerated without any business case analysis. 

We feel that CAPEX and OPEX will depend on the deployment scenarios which will vary per operator/deployment.

	3
	Tamper resistance of the base stations does not affect interoperability and, therefore, cannot be standardized in 3GPP.
	TD S3-050771 (Ericsson, Siemens and T-mobile)
	Physical security of the base station should be standardized/recommended by Industry Association, such as GSMA. SA3 might need to work with these Groups to specify security requirements.

Such security is needed in any case. TD R3-060081 (Outcome of the Joint SA3, RAN2 and RAN3 meeting) – states that: “Protection against physical intrusion at the Node-B is needed”. 



	4
	Need for security association between eNodeB and UE to generate cipher key 
(assuming full security termination is not in eNodeB)
	R3-060075 (T-Mobile, Vodafone, Orange)
	eNodeB is supposed to be physically protected either: 

for protection of the RRC security context, or, 

if RRC is not protected – to protect user temporary identities

	5
	No automatic protection against interception or packet insertion on backhaul interface


	R3-060075 (T-Mobile, Vodafone, Orange)
	Protection against interception and packet insertion on backhaul interface is assured cryptographically. Security context is stored and processed in a cell-site “vault”.

	6
	Possibility to add IPSec protection to specific backhaul links at extra cost and configuration resource
	R3-060075 (T-Mobile, Vodafone, Orange)
	Deployment flexibility and additional security benefits of a resulting flat-IP network provide enough incentives to justify such protection.

	7
	Risk of hacking into eNodeB to intercept or insert packets
	R3-060075 (T-Mobile, Vodafone, Orange)
	Security context is stored and processed in cell site “vault”.

	8
	Possibility to spot insertion by packet counting at UE and AGW
	R3-060075 (T-Mobile, Vodafone, Orange)
	Security context is stored and processed in cell site “vault”.

	9
	Need to establish or pass a security association (cipher key) to another eNodeB 
at inter eNodeB mobility
	R3-060075 (T-Mobile, Vodafone, Orange)
	Deployment flexibility and additional security benefits of a resulting flat-IP network provide enough incentives to justify such measure. Inter-eNodeB mobility can be provided by secure tunnels between cell site “vaults”.

	10
	Complex network upgrade at deployment of new ciphering algorithms
	R3-060075 (T-Mobile, Vodafone, Orange)
	Currently defined 3GPP security algorithms provide sufficient level of protection, and might not need to be revisited in view of SAE/LTE, regardless of preferred architecture.

We feel that CAPEX and OPEX will depend on the deployment scenarios which will vary per operator/deployment.

	11
	“At this point a solution with security in Node B will be more complex and would be more costly in order to reach a   total security level anywhere close to that provided with an cNode (Central Node above eNodeB) termination solution.”
	TD R3-060044 (Ericsson, 3, BT) 


	We view this statement as unsubstantiated and questionable. Complexity and cost analysis can be done for specific deployment case, but not for general architecture alternatives. 

And, again, required security level is preserved by maintaining basic physical security of the eNodeB in flat architecture.


Table 1: Identified issues, sources and solutions

Annex A contains reasoning from previous contributions which led to the analysis presented in the Table 1. While it lists all the issues for physically insecure eNodeBs, there are no contributions describing the effects of using a central access Gateway (aGW) to execute the MME/UPE for a large number of users. 

When concentrating call processing for a large number of mobiles in an aGW, this aGW becomes the prime target for attacks: while a break-in in a completely integrated eNB (i.e. eNB + MME/UPE) can potentially lead to the leakage of the ciphering and integrity keys of only a few mobiles that are registered on that eNB, a break-in in a central aGW almost certainly leads to the leakage of a very large number of ciphering and integrity keys.  This makes the aGW a more tempting target for adversaries.  

In our opinion, the current eNodeB already requires tamper-resistant vault for RR functions, and may, therefore, securely handle other functions (i.e. MME, UPE) if necessary. Integrity Key distribution to eNodeB already requires secure tunneling to a "higher node".
Also, while an eNodeB can be cost-effectively secured against physical tampering, the same may not be true for a central (hierarchical) aGW.  This means that aGWs always require physical security.  

While maintaining this physical security may be feasible for current macro-cellular deployment scenarios, it may be cost-prohibitive when deploying many small pico- and even nano-cellular cell sites.  Given that SAE/LTE is defining the standard for years to come, SAE/LTE cannot rule out such pico- and nano-deployments and therefore must consider collocation of MME/UPE at the eNodeB option to the current hierarchical proposal.
4. Conclusions
It is evident that every attack scenario and threat analyzed in previous SA3 contributions is pivoting around “physical insecurity of eNodeB”.

It is our opinion, and it is confirmed by the industry, that in reality it is possible to adequately secure the cell site.  In fact, similar decisions were made by 3GPP a while back regarding requirement for a tamper-proof “vault” in another “insecure” node – the mobile station. Such requirement led to a wide deployment of secure SIM card, which mostly mitigated worries about physical insecurity of mobile stations. 

Summary:

· All mentioned potential vulnerabilities of collocation of MME/UPE at the eNodeB option (Flat Architecture) can be addressed by providing physical security of critical processes and security context in the eNodeB;
· Current eNodeB already requires tamper-proof vault for RR functions and protection of temporary identities. It may, therefore, securely handle other functions (i.e. MME, UPE) when adequately protected;
· Current eNodeB already requires secure tunneling to "higher node" for key distribution;
· Efficient and cost-effective tamper-proof solutions are readily available, and not a subject to standardization. Simple recommendation from SA3 to use such measures would be sufficient;
· Collocation of MME/UPE at the eNodeB option offers significant improvement in overall security of network;
· Maintaining physical security of MME/UPE may be cost-prohibitive when deploying many small pico and nano-cellular cell sites.
We kindly ask SA3 to clarify their recommendation per our contribution S3-060434, “Clarification on Security Termination in LTE/SAE”.
5. References and Abbreviations

5.1
Abbreviations

CAPEX
Capital Expenditure

eNodeB

Evolved NodeB

eUE

Evolved User Equipment

eUu

Evolved Uu-interface

MM

Mobility management

OPEX

Operational Expenditure

RRC

Radio Resource control

UP


User Plane
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Annex A

LTE/SAE Security -- reasoning from previous contributions

Section 3.2 of the TD S3-050764 from Vodafone contains LTE/SAE security study. It says: 

“If no other security measures are taken, then terminating all user plane and control plane security in the Node B increases the risk of user traffic eavesdropping and theft of service from increasingly vulnerable base stations or backhaul links, compared to the case where security is terminated further back in a more “trusted” part of the network.” 

In fact, we are confident that such security measures can and should be taken at a reasonable cost to the operator.

The same contribution admits that UMTS-like security architecture 

“…seems to seriously constrain the architectural design choices”.

TD S3-050771 from Ericsson, Siemens and T-mobile analyzes security consequences of terminating RRC in the eNodeB under the assumption that eNodeB will be placed in non-secured locations. This contribution is making several claims. We list them below:

1. CAPEX and OPEX of the flat-IP network are grossly exaggerated without any business case analysis. Quote:

“For Type A architectures it is clear that specific security concerns exists if ciphering and integrity protection terminates in eNB when (likely) placed at a non-secured location (roof top, building corridor). A possible physical intrusion of eNB when placed in a non-supervised accessible area (e.g. public place or enterprise) has higher probability than for current RNCs. Adding ‘Low or medium’ cost shielding of eNB sensitive data (e.g. security association data), may not help to protect against the professional hackers type if due to non-supervised eNB placement, time resources to hack the eNB are virtually unlimited. Adding higher cost protective measures to eNB is contradictory to the SAE/LTE design goals as there will be many eNBs in a radio network. This would imply an unwanted increase in CAPEX. Along with the CAPEX also the cost to design a secure product increases. Another important aspect is OPEX reduction. This drives operators to utilize cost-effective open networks for eNB attachment, instead of relying on closed networks like leased lines or ATM. Therefore, extra security mechanisms on the link towards the eNB will be required even more than in the case of UTRAN in order to protect the security association transfer from the Core network to the eNB. Furthermore, with security architecture option 1 it is also quite likely that the traffic between any two adjacent eNBs needs to be secured in handovers, either point-to-point or via a secure IP backbone. Possible mechanisms to secure traffic to eNBs are those currently used for Network Domain Security (Cf. TS 33.210). In addition, the cost for the key management for these nodes needs to be considered. Possibly, a PKI (public key infrastructure) is required, together with appropriate revocation mechanisms.”

We argue here that SA3 might not be the right place for a discussion centered on CAPEX and OPEX of a particular architectural choice. According to our sources, it is possible, to achieve savings in both CAPEX, as well as OPEX areas, compared to the analogous expenses of the hierarchical architecture. 

The other point that TD S3-050771 makes is captured in the following quote:

“The specification of measures to be applied locally to nodes in order to achieve a certain degree of tamper resistance would be not subject to 3GPP standardization at all as they do not affect interoperability.”

We agree with TD S3-050771. One of the solutions mentioned in the TD S3-050771 itself would be to address this issue through GSMA or analogous Industry Group. The goal for SA3 is to specify security requirements and communicate them to that Industry Group. The similar problem is being solved with SIM/USIM modules and their physical security aspects. In addition, TD R3-060081 (Outcome of the Joint SA3, RAN2 and RAN3 meeting) – states that: 

“Protection against physical intrusion at the Node-B is needed”. 

At SA3#41, SA3 agreed on the following security understanding and assumptions relating to LTE/SAE which were included in a reply LS to SA2, copy RAN2/RAN3 (TD S3-050843):

a) SA3 agreed that LTE access should provide a robust level of security without having to make any assumptions about the security features that may, or may not, be provided by the application/service that uses the access. 

b) It is assumed that Node-Bs will often be in physically more vulnerable locations than the central nodes. It is also assumed that increasingly “open” networks will be used to provide connectivity between the Node-Bs and the central nodes.  For this reason, terminating access link security in the Node-B presents additional risks compared to terminating access link security in the more trusted central nodes (Note that “access link security” comprises RRC, UP, and higher layer CP security). It may be possible to accept these risks, or to adequately mitigate them by improving security of the Node-B and the backhaul links.

This contribution affirms that it is in fact possible to adequately mitigate the stated risks by improving eNodeB and backhaul security.

R3-060075
Considerations for termination of user-plane security in LTE (T-Mobile, Vodafone, Orange) proposes that User-Plane security should terminate in a “node above eNodeB”. The contribution lists benefits and deficiencies of the flat-IP architecture as shown below:

Benefits:

· Avoidance of tunneling, or complex split ciphering of IP packet payload and header 

· Full visibility of IP packet in eNodeB scheduler

· Probability of extra UP node with consequential impact to latency

Deficiencies:

· Need for security association between eNodeB and UE to generate cipher key 
(assuming full security termination is not in eNodeB)

· No automatic protection against interception or packet insertion on backhaul interface

· Possibility to add IPSec protection to specific backhaul links at extra cost and configuration resource

· Risk of hacking into eNodeB to intercept or insert packets

· Possibility to spot insertion by packet counting at UE and AGW

· Need to establish or pass a security association (cipher key) to another eNodeB 
at inter eNodeB mobility

· Complex network upgrade at deployment of new ciphering algorithm

Note that listed deficiencies are easily mitigated by physically protecting the eNodeB.

TD R3-060044
Security of LTE Control Plane (Ericsson, 3, BT) analyses the integrity issues and considers confidentiality needs related to user privacy.

It recommends: 

“At this point a solution with security in Node B will be more complex and would be more costly in order to reach a   total security level anywhere close to that provided with an cNode (Central Node above eNodeB) termination solution.”
TD R3-060044 defines such cNode (quote): 

[Central node] “should here be interpreted as a node “above Node B”, offering sufficient physical protection.” 

In addition, it states that full study of placing CP security in eNodeB would take years to complete. It advocates, therefore, for making a safe recommendation and terminating CP security in the node “above eNodeB”.

We claim that such “safe” recommendation is based on false assumptions and significantly limits architectural implementation choices and deployment strategies. Such recommendations should be avoided. SA3 should clarify that termination of UP and MM security may be placed in eNodeB with proper attention to its physical security. 

Annex B

Collocating the MME/UPE and an eNodeB

In this annex we review a possible deployment of a system that uses tamper-resistant hardware at the cell site potentially inside the base station.  Please note that this envisioned deployment scenario is for clarification purposes only and does not reflect the only deployment option for a SAE/LTE system.  We envision every base station to be equipped with tamper-resistant high-performance (and cost-effective) hardware.  We argue that even in the current SAE/LTE working-view it is important to equip the base station with tamper-resistant hardware to enable the base station to present to the aGW its unique identity.


[image: image3]
Figure 1: SAE LTE functions distribution in a flat IP-based cellular system.  Red portions indicate functional components that do not need to be trusted and green portions indicate functionality that does not need to be trusted.  White arrows indicate secure tunnels.  Shaded areas indicate secure processing environments.

As is shown in Figure 1, we envision a collapsed SAE/LTE system as a system in which the MME and UPE functionality are part of a cell site vault.  This cell site vault is a tamper-resistant processing environment that executes the functions associated with the MME (NAS signalling) and UPE (mainly IP header compression) in a secure manner that is (very) hard to reverse engineer.   We envision such tamper-resistant hardware as a special purpose processing environment where keys and secret information cannot leave the processor proper.  Additionally, we envision techniques such as secure hypervisors [Sailer05], secure booting of (hardened) operating system and application software at the cell sites to further reduce the threat of an adversary break-in.  It needs to be noted that keeping security keys at the cell site is always less of a risk when compared to a central node given the limited number of keys that are kept at the cell site.
As is shown in Figure 1, the cell site vault provides functionality for ciphering user plane packets exchanged with the inter-AS-anchor (over a secure S5-interface/tunnel) and the re-ciphering of those packets exchanged over the wireless channel.  Such re-ciphering for the wireless channel utilizes 3GPP specific encryption methods such as Kasumi or Snow.  We envision the interface between the inter-AS-anchor and the eNodeB vault an IP-based mobility tunnel, but we do not rule out different solutions.  E.g. S5 can be a Mobile IP-based protocol extended with security functions to avoid eavesdropping in the backhaul.  Key here is that the tunnel between the inter-AS-anchor and cell site vault is a secure tunnel.
The cell site vault provides functionality for encrypting the MM (i.e. NAS) messages that are exchanged with the mobile.  No unencrypted NAS messages are available outside the cell site vault, thus making it hard to eavesdrop on the signalling traffic or to forge NAS messages.  Moreover, we envision the interface between the current-working-view eNodeB functionality and the cell site vault to be S1-based with respect to MM messaging.

In addition to the standard S1, we envision the RR messages to be integrity protected from within the cell site vault.  Thus we have renamed our S1 interface, S1+.  Whenever the protocol stack inside the eNodeB needs to transmit a RR message, it invokes the integrity function over S1+ inside the cell site vault to sign the RR message.  The integrity key is only kept within the cell site vault and not visible outside the vault.  This approach reduces the current threat of hijacking and disrupting radio resource functionality and makes our proposed solution a stronger solution than the current SAE/LTE working-view.  The current-working-view is that RR messages are integrity protected by the eNodeB and no tamper-resistant hardware is mandated to protect those integrity keys.
Since the cell site provides tamper-resistant hardware, we can maintain a secure tunnel between neighbouring cell sites to support layer-2 anchor relocations.  This tunnel is then used for relocating RLC state from eNodeB to eNodeB when an anchor relocates between eNodeBs by using the respective cell site vaults.  Using a secure tunnel between the end points prevents RLC state variables from leaking out when a channel is relocated or, worse, from an adversary to disrupt communication by altering the RLC state variables.  Also, the cell site vault is used to set up a secure tunnel between neighbouring cell sites.  Again, the SAE/LTE current-working-view does not mandate a secure tunnel for such RLC state relocation.

A cell site vault obtains ciphering and integrity keys from an AAA/AuC through a secure tunnel.  We envision each cell site to set up such a secure tunnel either by sharing a secret key with the AAA/AuC or through a certificate scheme.  We leave open the exact mechanisms for setting up such tunnels, but we assume that such schemes are identical as the envisioned schemes for setting up tunnels between the aGW and the AAA/AuC.  We can use the cell site vault to keep the shared secret key to establish the AAA/AuC secure tunnel.

Lastly, we note that using a vault for secure processing is not new.  Today’s UEs already use such equipment (e.g. the SIM card), although we are envisioning high-performance, high-throughput versions of these chips.  The (consumer) market place has already shown that such equipment is available and is cost-effective. 
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