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Foreword

This Technical Specification (TS) has been produced by ETSI Technical Committee TISPAN out of the NGN-project.

Introduction

{Editor’s note: to be done…}
1
Scope

The present document presents the results of the Threat Vulnerabilty Risk Analysis for release 1 of the NGN. The document analyzes the security threats and risk primarily for the first NGN release documentation. Security issues for NGN release definitions beyond release 1 may also be captured but are not mandatory for the first release.

This Technical Report 
· identifies security-relevant interfaces in the NGN,

· identifies security-relevant scenarios for use in the NGN, 

· analyze NGN in terms of security threats and risks, 

· performs a security threat and risk analysis,

· classifies the identified vulnerabilities and classifies the risk presented of the NGN,

· and determines NGN security target environment(s),

2
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}
3
Definitions, symbols and abbreviations

{editor’s note: this entire clause needs to be completed once the document is relatively stable…}
Attack: An attempt to bypass security controls on a computer.

Threat: The means through which the ability or intent of a threat agent to adversely affect an automated system, facility, or operation can be manifest. A potential violation of security.

There are some other, further definitions of threat, see [IGloss]:

1a. (I) A potential for violation of security, which exists when there is an entity, circumstance, capability, action, or event that could cause harm. (See: dangling threat, INFOCON level,  threat action, threat agent, threat consequence. Compare: attack, vulnerability.)

1b. (N) Any circumstance or event with the potential to adversely affect a system through unauthorized access, destruction, disclosure, or modification of data, or denial of service. [C4009] (See: sensitive information.)

Usage: (a) Frequently misused with the meaning of either "threat action" or "vulnerability". (b) In some contexts, "threat" is used more narrowly to refer only to intelligent threats; for example, see definition 2 below. (c) In some contexts, "threat" is used more broadly to cover both definition 1 and other concepts, such  as in definition 3 below.

Tutorial: A threat is a possible danger that might exploit a vulnerability.

· "Intentional threat": A possibility of an attack by an intelligent entity (e.g., an individual cracker or a criminal organization).

· "Accidental threat": A possibility of human error or omission, unintended equipment malfunction, or natural disaster (e.g., fire, flood, earthquake, or windstorm). (See list in [FP031].)

The Common Criteria characterizes a threat in terms of (a) a threat agent, (b) a presumed method of attack, (c) any  vulnerabilities that are the foundation for the attack, and (d) the system resource that is attacked.

2. (O) The technical and operational capability of a hostile  entity to detect, exploit, or subvert a friendly system and the  demonstrated, presumed, or inferred intent of that entity to conduct such activity.

Tutorial: To be likely to launch an attack, an adversary must have (a) a motive to attack, (b) a method or technical capability to make the attack, and (c) an opportunity to appropriately access the targeted system.

3. (O) "An indication of an impending undesirable event." [Park]

Tutorial: Definition 3 was intended to include these meanings:

· "Potential threat": A possible security violation; i.e., the same as definition 1.

· "Active threat": An expression of intent to violate security. (Context usually distinguishes this meaning from the previous one.)

· "Accomplished threat" or "actualized threat": That is, an attack. Deprecated Usage: ISDs SHOULD NOT use the term "threat" with this meaning; instead, use "threat action".

Vulnerability: A flaw or weakness in system security procedures, system design, implementation, internal controls, etc., that could be exploited to violate system security policy. Vulnerability is often used synonymously with weakness.

3.1
Definitions

For the purposes of the present document, the [following] terms and definitions [given in ... and the following] apply:

3.2
Symbols

For the purposes of the present document, the following symbols apply:

3.3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

3G
3rd Generation

3GPP
3rd Generation Partnership Project
AP
Access Point
AS
Application Server
CDB
Customer Database

CPE
Customer Premises Equipment
DNS
Domain Name System
ECN
Electronic Communication Network

ECNS
Electronic Communication Network Service
ENUM
Electronic Numbering
ERD
???
FW
Firewall
GPRS
GSM Packet Radio System
ID
Identification
IMS
IP Multimedia Subsystem
IMSI
IMS Subscriber Identifier
MSIDN
Mobile Subscriber Identifier Number
NAT
Network Address Translation

NATP
Network Address and Port Translation

NGN
Next Generation Network
NNI
Network Network Interface
NT
Network Termination
PS
Packet-Switched
SIP
Session Initiation Protocol
SpoA
Service Point of Attachment
TIMSI
Temporary IMSI
TISPAN
Telecommunication and Internet converged Services and Protocols for Advanced Networking
TpoA
Transport Point of Attachment
TVRA
Threat Vulnerability Risk Assessment
UML
Unified Modeling Language
UNI
User Network Interface
URI
Uniform Resource Locator
WiFi
Wireless Fidelity
4 Overview of NGN Security Threat and Risk Analysis

This clause provides an overview of the NGN security threat and risk document. The entire document can be seen as a piece within security process that loops through several stages; see Figure 1, where arrows indicate logical steps and dependencies.

The document assumes existence of a well-defined NGN architecture that is based upon the IMS architecture. Likewise, this document assumes the corresponding IMS security architecture; NGN architecture. IMS architecture and IMS security architecture are shown as dashed boxes; those prerequisites are not specified further in this document.

The document takes as input the stated security objectives and requirements as identified in [NGN-SecFrwReq] as well as the NGN architecture description. Clause 5 identify the security relevant interfaces and security relevant scenarios.

Clause 6 identifies the security threats that are subject to the NGN architecture. Clause 6.1 assesses the security threats in terms of a risk analysis and clause 6.2 classifies the security threats into risk classes.

Clause 7 investigates on and defines the NGN security target environments from the perspective of risk classes. This may yield a certain priority of security issues or could it be considered as differently secured NGN target environments (commercial-grade security, high security, etc) that may or may not share a common security “core”.
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Figure 1: NGN Security Process and Overview of NGN Security Documents

4.1 Introduction to threat and risk assessment

Threat identification, threat assessment and risk assessment are three steps (see Figure 1 and more explanation below) within a comprehensive security process (e.g., waterfall process) with many other sub-processes, where typically threat identification comes before threat assessment and then risk assessment. Often the term “threat analysis“ is used to encompass the step threat identification and threat assessment; sometimes the term “threat and risk analysis” is used to denote all three steps.

Sometimes, only threat identification is carried out and omitting threat assessment and risk assessment; or implicitly making the simplification by assuming that all threats are of equal importance.

Note: Threat identification-only cannot actually replace threat assessment and risk assessment in any slightly or more complex target system; thus this method is more like a quick & dirty rough estimate in simple situations, yet not more.

This document investigates just on the threat identification, threat assessment and risk assessment, but does not look into the other parts of a security process such as asset and policy definition, security requirements capture, security architecture definition, system specification, implementation, documentation and test etc.
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Figure 2: Threat & Risk Analysis in the security process

Threat and risk analysis can be carried out to achieve the following objectives:

1.) (Threat identification, threat assessment, risk assessment):
(Threat identification): Understand a target from the security point of view and systematically identify the weak spots. This is primarily used to identify security threats (Threat identification).

(Threat assessment): Given the identified threats one can then assess the threats according to some risk criteria. This allows comparing different threats in terms of risk.

(Risk assessment): Usually, one defines several categories of risk (risk classes, e.g., severe, major, minor, negligible); given the threat assessment with their risk, one can put the threats into the risk categories. A given and acceptable risk threshold then allows to prioritize the risk categories (e.g., all threats above a certain threshold must be effectively countered, or the residual risk must be lower than a certain threshold).

This finally allows to consider adequate security countermeasures in a system that does not yet incorporate (any, much) security measures. The outcome of the threat and risk analysis allows to accordingly tune the strengths of the security mechanisms to meets their objectives.

2.) Evaluate a target to verify and certify that the target meets a certain consistent security level. Thus, one has to prove that all security threats subject up to a certain level and below are effectively countered.

3.) Assess the residual risk that remains if certain security countermeasures would have been or are implemented. Typically, the residual risk value of a threat should be lower with a corresponding security measure in place than without. The residual risk allows to sanity check if countermeasures are sufficiently effective and if the target meets a certain minimal security level.

4.) Re-inspect a target that meets already certain security measures with the purpose to increase the security level beyond the existing one; i.e., the risks (overall, on the average, worst-case) should be decreased in general. In this case, it is consequent to re-use information gathered already by 1); e.g., the list of threats and their assessment into risk categories.

4.1.1
Threat Identification

Threat identification aims to determine security vulnerabilities and threats of a target. The target may either be

a) an abstract system without an environmental context or a customer scenario around, or 

b) the target could be a real system within a tangible customer context and a specific customer environment.

The former situation a) often occurs when analyzing generic target systems that could be deployed in a variety of potential (often not yet known) customer environments and contexts. This is most often the case in standardization where target customers are not yet (fully) known, or details about a customer necessary for carrying out full threat and risk analysis are not available. Such detailed information could be a customer’s security policy, how the customer operates the target, customer’s assets, specifics in the environment etc.

The latter situation b) is a specific, often unique and individual situation that is subject to a particular customer and its environment. This case assumes that specific and often confidential, not to be disclosed information such as security policy settings, operational procedures, emergency contingency plans, customer environment, certain assets, and value of data and the like are taken fully into account. It is barely the case, that standardization is able to work on actual data (because it is unknown or not available for various reasons) or because just too many too different distinct cases would have to be analyzed. Thus case b) does not play actual significance within standardization.

The identification of threats takes into account a variety of information, among including

· Target description incl. system architecture, system components, interfaces, behavior, subjects, users, roles, data objects etc.

· May categorize the threats in groups such as threats on confidentiality, on integrity, on DoS etc.

· Classifies threats according to the role of an attacker; e.g., if the attacker is part of the system (internal) or external to it.

· Identification of known and unknown/potential vulnerabilities that could be exploited.

· Description of attacks deploying one or several vulnerabilities.

· Possibly other factors.

Identification and analysis of threats can be carried out well upon an abstract system as in case a) and that this already provides sufficient information within standardization.

With careful and systematic threat identification carried out, one obtains a list of all the possible security threats, the potential vulnerabilities and possible attacks against a target. This list of threats is typically quite long where some of the threats are very critical and others may be less important according to some criteria. It is by no means obvious which of the threats would be critical, which ones would be worthwhile to consider and which ones would be less important or irrelevant under a certain security objective or target security level.

For the following considerations in this document, it is assumed that systematic threat and vulnerability identification has been carried out with sufficient detail and completeness. This should mean that while it may not be feasible to identify each and every possible security threat in practice; at least the most important and relevant ones have been captured. It may be possible that only some unimportant, irrelevant threats have been (intentionally or unintentionally) omitted or neglected that would not impact any further considerations. Such assumptions however, should be stated in the threat analysis.

4.1.2
Threat Assessment

This is where the next step of threat assessment begins. Threat assessment considers each security threat or security vulnerability in terms of several factors (see below) with the purpose to yield a corresponding classification into a risk magnitude measure. This risk magnitude gives information about the severity of a particular threat or vulnerability and allows to put different threats into relation or even to compare them. The determined risk level is assigned to each corresponding threat.

Insurance companies often express the risk magnitude directly in terms of a perceived or measured likelihood of the occurrence of an event. In rare situations, security experts can use this approach to directly express a perception of the likelihood of the occurrence of an attack. For example, port probing attacks occur within at most 10 minutes uptime on the average. This is sometimes stated in terms of a statistical probability but most often such probabilities are either not known, or are quite meaningless.

It is thus more appropriate to find other measures to express an occurrence likelihood in terms of factors such as

· Attackers skills and resources and minimum effort of carrying out an attack: For example: Is the attacker a script kiddy, or someone with expertise or even a proficient expert with deep knowledge? What amount of resources does the attacker need at least to carry out the attack? Is a standard PC already sufficient? Does one need a supercomputer to break a code, would multiple (distributed) 1000000 entities facilitate the attack in a reasonable time? Would expected or potential advances in technology made the attack become more likely in the future? Is the attack simple to carry out without significant a priori expertise or resources, or does this require at least specific skills and resources etc, etc?

· Reasons and motivation of attacking, and the gained benefit as perceived by an attacker: For example: Why would an attacker launch an attack? Does it yield monetary or financial value or is it for idealistic reasons or just for fun? Does the attacker want to harm the target?

· Worst case damage impact: Assuming that a vulnerability has successfully been exploited through an attack, what would be the maximum harm to the target? Would the target suffer (significant) loss of revenue? Would the target be inhibited from operation or even be taken out of business eventually? The damage impact can sometimes be expressed directly in terms of a financial number, but most often damage impact can only be assessed indirectly and in relative terms (low, medium, high).

From experience, it is most often not possible to measure all these factors in a strict numerical sense and to easily calculate the resulting risk value precisely. Approximations of risk values and numerical values by risk classes are often fully sufficient to obtain a rough estimate of the risk. Risk classes represent just a few extremes such as a 3-tier scale of low, medium and high representative or similar abstract 1, 2 and 3 values with corresponding meanings.

One may use a more fine grained n-tier scale (n > 3) to allow for more risk levels. Such an approach – while being not wrong – does imply more complicated to handle threat-risk combinations that just makes the complexity more difficult to handle and to understand in practice. It is believed that a 3-tier threat assessment and 3-tier risk classification should be fully sufficient for almost all practical deployments.

Since each threat is unique and distinct from other threats, it may already be a certain challenge to find a consistent evaluation criteria, against which to assess a particular threat. For example, the effort of an attack or the damage/impact of an attack may not always be known exactly. In general abstract cases (as in 1.1 a) without an actual customer-specific environment available, sometimes, one can only say that damage is not high, but may vary somewhere between low and medium. Thus, it may be fairly acceptable to allow a possible range in a threat assessment.

A separate customer-specific threat assessment would then attempt to tighten a range of threat value to pick a specific instance.

4.1.3
Risk Assessment

With this threat assessment carried out in a second step, one can to put the identified threats into some context allowing to prioritize threats, or to define a consistent security level etc.

The main goals of risk assessment are:

· Evaluation and comparison of threats

· Risk assignment to threats

· Which threats are to be considered more severe, more important, or more costly than others?

· Identification of major risks

· Which threats have to be countered actively and which can be deferred or ignored?

· Discussion of the pros and cons by both security and system experts.

· Preparation for management decisions.

As part of the risk assessment step then, one may sort all threats according to their risk value and classify them into groups (risk classes). For example, one may apply a 3-tier risk assessment, where all threats above a certain threshold risk level are classified as being critical risk, all threats below a certain threshold could be classified as being at most of low risk and everything else in between as medium risk.

Note: Risk classification is not a straightforward procedure as it may appear at first sight. Even with simple classification schemes, borderline cases may typically result where one may argue into which risk category to put the corresponding threat (next higher, next lower category for example). Such borderline cases occur always when there are more risk values than there are risk classes available.

At this point, it becomes inevitable to have already some basic understanding on the ultimate, target security goal aimed at in place; that would allow one to make such categorization decisions. Such security goals are typically constrained by certain factors such as cost, performance criteria of potential adequate security countermeasures. For example, practical considerations may aim to achieve a minimal but reasonable security level, where one may put borderline cases into the next lower risk category. Likewise for an envisioned target objective with bias more to higher security needs than lower, one may put a borderline case into the next higher risk category.

4.2
Communications security model
4.2.1
Introduction

This clause identifies the model for communications security in general and then refines it for the NGN case.
In the context of the present document, security means to be assured that the risk of a weakness being exploited either intentionally or unintentionally is low.

Many standards include aspects of security, such as: 

· confidentiality;

· integrity;

· availability.

The goals of security and of evaluation are:

· to provide product owners with confidence that countermeasures bring the risk to assets to an acceptable level;

· to implement assurance techniques which give confidence that countermeasures bring the risk to assets to an acceptable level;

· to ensure that evaluation provides evidence of assurance giving confidence that countermeasures bring the risk to assets to an acceptable level.

The standardization process plays a significant role in achieving these objectives. Firstly, in order to ensure that the requirements identified in a standard are expressed accurately, clearly and unambiguously, a standard is critically reviewed by its potential implementors. Such review, along with other validation techniques, helps to provide the assurance that any specified countermeasures will, in fact, minimize risk. Secondly, a protocol standard is accompanied by a conformance test specification which can be used in the evaluation process to provide evidence that any countermeasures required by the protocol standard have been implemented correctly in a product.

4.2.2
General model identifying security relationships

Figure 3 shows a generic system model and the relationship of its components to each other. In order to asses a system it is necessary to identify the system components as these form the assets of the system under threat that may require protection by means of countermeasures.
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Figure 3: UML model of generic system security design

The UML model from figure 3 has been adopted as the basis of a database model shown in ERD form below in Figure 4.
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NOTE:
The shaded tables are lookup tables only

Figure 4: Database definition for TVRA
4.2.3
TVRA development model

In order to allow visibility there should be a clearly visible path identifying "Objective" to "Requirement" and of "Vulnerability" to "Threat" to "Risk".
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Figure 5: Structure of security analysis and development in standards documents

{Editor’s note: Address WG7/T7 comment: Like the CC, this is still product/system designed oriented. For NGN, we need to look further, e.g. interfacing with existing systems in the field.}
For the purposes of analysis, all assets should be considered to have weaknesses.
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5
Security Objectives
{Editor’s note: This should summarise and refer to the NGN-R1 security requirements document.}
5.1
General objectives

The objectives to be met for TISPAN NGN general, and for systems where the initial link is by radio in particular, where such systems are provisioned for commercial purposes, can be summarised in the following bullets:

· To be able to prove the of identity of users and networks

{Editor’s note:

Leads to the requirement to manage identity and to allow proof of identity through authentication.}
· Confidentiality of communication
· Traffic flow confidentiality
· Integrity of communication

· Privacy

NOTE:
This is an objective that is maintained in law.

· Correct charging

· Monitoring

· Protection of resources

· Security management

· The complex security functions within the network call for sophisticated control and management. The management functions are security critical themselves and, therefore, subject to security requirements.

5.2 Objectives from the legislatative framework
{Editor’s note: Address WG7/T7 comment: It was requested that the STF add in the reference to the EU framework directives, and make sure it is not the only set of frameworks that needs to be complied to.}
Operators of NGN networks, and manufacturers of NGN equipment, have an objective to ensure compliance with the legislative framework of the region in which they operate.

Telecommunications networks and systems are expected to operate within a particular legislative framework. Within Europe the Framework Directive (comprising the Privacy Directive, the Authorisation Directive, …) identifies the following areas for which compliance is required.

5.2.1
Privacy

Privacy legislation is of increasing importance; there are strong restrictions in many countries with regard to storage and visibility of data. Therefore, when offering a NGN service, or when designing data processing functions and defining the kind of data being generated or stored within NGN systems, NGN service providers shall consider the relevant national data protection laws.

The definition of privacy for NGN includes:

· privacy of information: keeping information exchanged between NGN service functions away from third parties;

· limitations on collection, storage and processing of personal data: personal data may only be collected, stored and processed if there is a relationship between the data and the actual provi​sion of NGN services;

· disclosure: the obligation of a network and service providers to keep information concerning customers away from third parties;

· inspection and correction: the right of the customer to inspect and correct information about himself stored by the service and/or network provider.

Privacy legislation mostly concerns the security objectives regarding "confidentiality" and "integrity". For NGN special concern in this respect shall be paid to the contents of personal data in the NGN service profile. These data and the access conditions to it for the service provider's personnel, the subscriber and the user himself shall be limited, in accordance with the relevant European guidelines and national laws.

5.2.2
Security Order

National laws concerning the security order:

· demand proper protection of information and infrastructure to ensure the availability and the integrity of the telecommunication network;

· may restrict the usage of cryptographic methods.
This legislation will mostly concern the security objectives regarding "confidentiality", "integrity" and "availability".
5.2.3
Lawful Interception

Lawful interception means the obligation of the network operator to co-operate and provide information in case of criminal investigations (see e.g. TS 101 331).

This legislation will mostly influence the security objectives regarding "confidentiality".

5.2.4
Contract

It shall be possible to use information concerning the contract for communication services between two entities in case of a dispute in a court of law.

This legislation will mostly influence the security objectives regarding "accountability" and "integrity".

5.3
Summary of security objectives
The objectives listed above can be summarized to the following main security objectives:

· confidentiality of NGN service data, of NGN management data, and of communications using NGN;

· integrity of NGN service data, of NGN management data, and of communications using NGN;

· availability of all NGN services and of all NGN management functions; and,

· accountability for all NGN service invocations and for all NGN management activities.

Therefore, threat analysis, risk assessment and security measures will only be based on these objectives.

6
Vulnerability analysis

This first part of this clause defines how the TVRA is done and introduces the method for assigning risk to the relationship between an asset and the threat.

6.1
Introduction

The vulnerability analysis for the NGN is presented in accordance with the guidance given in ETR332 [ETR332] and ISO/IEC 15408‑3 [ISO/IEC 15408-3] to ensure that the system strength can be independently evaluated.

As no existing deployments of NGN systems exist a series of use cases are presented that consider use of the NGN and thse are analysed to identify risks in the deployment. 

A potential threat is doing no harm unless there is a corresponding weakness in the system and until the point in time when a weakness is exploited by the intruder. Thus, the threats must be evaluated, i.e. it should be attempted to characterize them according to cost/effort involved (occurrence likelihood) and ac​cording to potential benefit/damage that can be done (impact value). 

For the risk assessment, the occurrence likelihood of threats is estimated with values from "1" to "3". The meaning of a certain value associated to the occurrence likelihood of a particular threat is explained as follows:

Table 3: Occurrence likelihood

1
for "unlikely"
According to up-to-date knowledge, a possible attacker needs to solve strong technical difficulties to state the threat, or the motivation for an attacker is very low.

2
for "possible"
The technical requirements necessary to state this threat are not too high and seem to be solvable without big effort; furthermore, there must be a reasonable motivation for an attacker to perform the threat.

3
for "likely"
There are no sufficient mechanisms installed to counteract this threat, and the motivation for an attacker is quite high.

The likeliehood of any attack can be qualitatively calculated using a formula as below:

Table 4: Attack potential

Factor
Range
Value

Elapsed time

(1 point per week)
<= 1 day
0


<= 1 week
1


<= 1 month
4


<= 3 months
13


<= 6 months
26


> 6 months
Note 1

Expertise
Layman
0


Proficient
2


Expert
5

Knowledge of system under attack
Public
0


Restricted
1


Sensitive
4


Critical
10

Access to mount the attack
Unnecessary / unlimited access
0


Easy
1


Moderate
4


Difficult
12


None
Note 2

Equipment
Standard
0


Specialised
3


Bespoke
7

NOTE 1:
Attack potential is beyond high

NOTE 2:
Attack path is not exploitable

Each of these attack factors are summed to give an overall vulnerability rating as shown in table 5. The vulnerability rating is then mapped to the Occurrence likeliehood as shown in table 6.

Table 5: Vulnerability rating

Range of values
Resistant to attacker with attack potential of:

0-2
No rating

3-6
Basic

7-14
Moderate

15-26
High

>26
Beyond high

Table 6: Mapping of vulnerability rating to likelihood

Vulnerability rating
Likelihood

Beyond high
Unlikely

High


Moderate
Possible

Basic
Likely

No rating


The impact of a threat is also estimated with values from "1" to "3". The meaning of a certain value associated to the impact is explained as follows:

Table 7: Impact

1
for "low impact"
The concerned party is not harmed very strongly; the possible damage is low.

2
for "medium impact"
The threat addresses the interests of providers/subscribers and cannot be neglected.

3
for "high impact"
A basis of business is threatened and severe damage might occur in this context.

The product of occurrence likelihood and impact value gives the risk which serves as a measurement for the risk that the concerned management function is compromised. The result is classified into the following three categories:

Table 8: Risk

1, 2, 3
for "minor risk"
Minor risks arise, if either no essential assets are concerned, or the respective attack is unlikely. Threats causing minor risks have no primary need for counter measures.

4
for "major risk"
Major risks are represented by threats on relevant assets which are likely to occur, even if their impact is less fatal. Major risks should be handled seriously and should be minimized as soon as possible.

6, 9
for "critical risk"
Critical risks arise, when the primary interests of the providers/subscribers are threatened and when a potential attacker's effort to harm these interests is not high. Critical risks shall be minimized with highest priority.

NOTE:
The values 5, 7, and 8 cannot occur.

6.2
Database model of risk measurement

The measurement of risk is shown in figure 6 when entered to the database. The measurement of attack potential is made when the database is queried by calculation of the sum of the components AttackTime, AttackAccess, AttackExpertise, AttackSystemKnowledge and AttackEquipment.
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Figure 6: Risk measurement in TVRA database

{Editor’s note:
Need to make sure the picture in the final document is a snapshot of the database and doesn’t introduce Risk2 for table Risk and so forth.}
{Editor’s note:
How to get impact into the model is for further study. The weighting of attack potential can give a much finer grained risk assessment. The impact may be asset based and therefore belong to the asset type.}
6.3 NGN-relevant Security Interfaces and Scenarios
This second part of the clause identifes the NGN use cases that are subject to TVRA.
6.3.1
NGN-relevant Security Interfaces

This clause identifies the security interfaces that are relevant in NGN.

{editor’s note: This is derived from both the work of WG2 and the security architecture model but of course this TVRA is required to generate the security architecture. Need to figure out usable pictures showing interfaces (e.g. from func/ref archt. Document.

03Td106, 03td172,…

need picture with security interfaces, 

describe security issues for protocol across the exiting interfaces

}
6.3.2
Security-relevant NGN Scenarios

Scenarios are presented following a complexity ordering, from a simple generic model to  rather more complex scenarios. 

{editor’s note: This sub-clause is to be rounded out with the use-cases being developed by WG1. The current text and drawings come from 07TD099.

picture scenarios that enable to define security domains; e.g. show session establishment end-to-end across multiple service/transport provider domains; 

or e.g. authentication procedure during access with WLAN or xDSL

…

}.

6.3.2.1 Basic NGN scenario (ECNS model)

The ECN and ECS model as shown in Figure 7 is the model used in the Framework Directive and simplifies the network into a set of provision types. An ECN is a communication network and roughly speaking addresses the lowest 3 layers of the ISO/OSI protocol stack. An ECS is a communication service and roughly speaking addresses the highest layers of the ISO/OSI stack. In order to connect a user connects to both an ECS and an ECN.

The basic model shows that the CPE may consist of more than one equipment type and that the NT has two connection points, one for services (SpoA) and one for Transport (or network) (TpoA).
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Figure 7: Basic ECNS model for the NGN

6.3.2.2
Ownership domains scenarios

In the following scenarios is considered who owns each entity and relationship in the system, based on the assumption (not proven) that an owner trust what is encompassed by his ownership.

6.3.2.2.1
Single ownership domain scenario

The Network Termination (NT), ECN and ECS belongs to the same body. The content provider is placed within this domain too, see Figure 8.
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Figure 8: Single ownership domain

The security concerns here are those associated with extending the trust to the link from CPE to NT. It is assumed that everything within the ownership domain is secured to the satisfaction of the owner (i.e. not subject to standardisation).

6.3.2.2.2 Converged CPE and NT scenario

In some terminals the CPE and NT may be considered coincident (i.e. dumb terminals where the functionality of CPE and NT are indistinguishable, see Figure 9.
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Figure 9: Converged CPE and NT in one domain

6.3.2.3 3GPP IMS view scenario

The 3GPP IMS model does not in general distinguish ECS and ECN but there is a broad assumption that IMS lies on top of the PS subsystem which is an implementation of ECN using GPRS technology. The trusted domain therefore encompasses each of the NT, ECN (the GPRS network) and ECS (the IMS network), see Figure 10 for a simplified IMS scenario.
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Figure 10: Simplified view of 3GPP IMS domains mapped to ECNS

The authentication mechanism does not provide separate authentication of each service on the broad assumption that all services are offered to the same identity and therefore there is no need to give authorisation and authentication on a per-service basis.

6.3.2.4
Generic view of IMS in NGN scenario
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Figure 11: view of IMS where IMS is trusted

In figure 10 the model is extended to show  which domains shown in figure 9 contain different element types.
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Figure 11: Open interfaces in the IMS model for NGN

Figure 12 further extends the model to show a roaming scenario.
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Figure 12: Roaming scenario

6.3.2.5
ENUM scenarios

6.3.2.5.1
Provisioning scenario

Figure 13 depicts the scenario as necessary for provisioning. The home network has assigned to the user a private identity to be used during sign-on. This private identity may be used for session establishment as well or may be replaced with a temporary ID (like with IMSI and TIMSI). The serving network may or may not be using the secret ID (as in 3GPP). 

The user has somehow bound one or more public IDs (MISDN, SIP URI etc.) to the private ID. These public IDs may be used as presentation ID during outgoing sessions and may be used to reach the user for incoming sessions.
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Figure 13: Provisioning scenario

6.3.2.5.2
Signaling scenario

Once names, numbers and addresses have been provisioned, they need to be used. Usage happens when a user is being called or messaged. Figure 14 shows the details of such a scenario. The figure shows two user’s terminals each connected to an ECS and an ECN.

When ECS-1 needs to place a call on behalf of CPE-1 to another user, ECS-1 queries its ENUM server. This server is populated with data provided by higher ENUM server and possibly with proprietary data. The ENUM server will provide ECS-1 with either a direct SpoA on CPE-2 or with an SPoA on ECS-2. The signalling is now exchanged to establish the call.
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Figure 14: Signaling scenario

{Editor’s note:
Figures 12 and 13 perhaps should be redrawn to get the same look&feel that previous scenario pictures}
6.3.2.6
Nomadic user security scenario

The actors in this scenario (see Figure 15) are named Bob and Alice.

Alice has a multi-service terminal she usually uses at home. She normally uses a set of services offered by two service providers. She has taken her terminal to a friend’s house (Bob) and expects to use her services there as well. Alice connects her terminal to the network at Bob’s house via some form of fixed or wireless access (WiFi) and is using services from her own service provider. Bob has a different transport network provider from Alice.
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Figure 15: Nomadic user security scenario 

Bob wants to be assured that allowing Alice to use his home network does not generate costs for him (Alice has to pay the charges for her service use). Furthermore Bob requires some assurance that Alice, and the actions of Alice’s service provider, does not alter the risk of attack to the other terminals at Bob’s home. Bob also requires some assurance that Alice and Alice’s service provider should not block the other terminals in Bob’s home from using their services. Alice requires some assurance that her communication should not be impeded by Bob’s terminals. Bob’s terminals should not be able to masquerade as Alice either during the time she is in Bob’s home or afterwards. Alice may use her terminal to call the local emergency service, be connected to an appropriate emergency centre and provide the appropriate location information.
6.2.3
Security relevant xDSL Scenarios (NAT/FW)

{editor’s note: The xDSL scenarios are incorporated directly on a temporary basis as a working base for more convenient working; the figures will likely be removed in the end from this spec.}
· xDSL access network. Customer network connected via DSL modem + IP-layer router/FW/NAT (CPE); see [NGN_REL1] A.6.1.2
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Figure 16: Customer network connected via DSL modem + IP-layer router/FW/NAT (CPE); see [NGN_REL1] A.6.1.2

· xDSL access network, Customer network connected via DSL modem + App layer router (CPE), see [NGN_REL1] A.6.1.3
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Figure 17: Customer network connected via DSL modem + App layer router (CPE), see [NGN_REL1] A.6.1.3

· xDSL access network, customer network connected via operator-controlled IP-layer; see [NGN_REL1] A.6.1.3
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Figure 18: Customer network connected via operator-controlled IP-layer; see [NGN_REL1] A.6.1.3

7
Identification of assets

{Editor’s note:
This clause is intended to be populated from the asset table in the database (see 07TD337)}
The assets of the NGN system under analysis are as follows:

· Protocols and their information elements visible at the open interfaces defined in [???]
· Protocols and their information elements visible at the interfaces to non-NGN systems

· Operations required to distribute identity

· Operations required to secure communication

7.1
Asset types, groups and subtypes

Assets can be classified and subclassified in a number of ways. The top level of classification is the asset type shown in table 9.

Table 9: Asset type classification

Asset type

Human

Logical

Physical

Each asset can be further classified by its subtype as shown in table 10.

Table 10: Asset subtype classification

Asset subtype

Human:Adminstrator

Human:Owner

Human:TrustedEndUser

Human:UntrustedEndUser

Logical:ProtocolDataUnit

Logical:ProtocolElement

Physical:Computer

Physical:Router

Physical:Switch

The final classification shown in table 11 of an asset is to identify the family of assets of which the asset is a part (in figure Error! Reference source not found. the system design is composed of assets and this classification identifies the system).

Table 11: Asset group classification

Asset Group

3GPP

AuC

DNS

EDGE

ENUM

GPRS

GSM

H2250

H248

H323

IP

RTP

SDP

SIP

TCP

TETRA

UDP

UTRAN

7.2
Assets in database

Table 12: Assets recorded in TVRA database

ID
Asset type
Asset subtype
Asset group
Name
Description

1
Physical
Physical:Computer
ENUM
Leaf server
Machine that serves a leaf of the ENUM tree

3
Physical
Physical:Computer
ENUM
Authentication store (database)
storage for authentication credentials in the (home) network

4
Physical
Physical:Computer
SIP
SIP or other session server
service nodes executing the service

5
Physical
Physical:Wire
IP
Network link in the residential net (wired)


6
Physical
Physical:Router
IP
Router


7
Physical
Physical:Computer
CPE
end-user terminal


8
Human
Human:UntrustedEndUser
CPE
end-user


9
Physical
Physical:Wire
IP
Network link in the residential net (wireless)


10
Physical
Physical:Switch
IP
link from residence to access net


11
Physical
Physical:Router
IP
router in access net


12
Physical
Physical:Wire
IP
link from access net to service net


13
Physical
Physical:Router
IP
router in service net


14
Physical
Physical:Router
ENUM
router for enum leaf server


15
Physical
Physical:Router
ENUM
router for enum core server


16
Physical
Physical:Wire
ENUM
link to ENUM leaf server


17
Physical
Physical:Computer
ENUM
enum core server


18
Physical
Physical:Router
IP
broadband router in residential network


19
Human
Human:Adminstrator
ENUM
maintenance personnel


20
Human
Human:Adminstrator
IP
maintenance personnel


22
Logical
Logical:StoredDataElement
ENUM
NAPTR record


23
Logical
Logical:StoredDataElement
ENUM
user credentials in database


24
Logical
Logical:StoredDataElement
SIP
call state machine


25
Logical
Logical:ProtocolDataUnit
SIP
data in transit


26
Logical
Logical:ProtocolDataUnit
ENUM
data in transit


27
Logical
Logical:ProtocolElement
IP
topololy information


28
Logical
Logical:StoredDataElement
CPE
user credentials in term


29
Logical
Logical:ProtocolElement
CPE
credentials
knowledge in user

31
Logical
Logical:StoredDataElement
MGMT
management credentials
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Identification of NGN-related Release 1 Security Threats

This clause identifies the essential security threats that are inherent to TISPAN NGN Rel.1. The analysis of security threats is a necessary to step in understanding the potential security weaknesses of an NGN.
{Editor’s note:
This clause is intended to be populated from the threats table in the database (see 07TD337)}
TS 21.133 clause 6 ([3GSA_STReq]) references security threats that are subject to 3GPP.

TS 21.133 clause 6 ([3GSA_STReq]) Annex A Threats linked to active attacks on the radio access link.
Other sources of related material:

ITU-T Recommendation X.800 “Data Communication Networks: Open Systems Interconnection (OSI); Security, Structure And Applications Security Architecture For Open Systems  Interconnection For CCITT Applications”; 1991 [X.800].
· Clause A.2.4 “Threats” (see also [X.805] clause 9):

· destruction of information and/or other resources,

· corruption or modification of information,

· theft, removal or loss of information and/or other resources,

· disclosure of information,

· interruption of services.

· Accidental threats (clause A.2.4.1), Intentional threats (clause A.2.4.2), Passive threats (clause A.2.4.3), Active threats (clause A.2.4.4).

· Clause A.2.5 “Some specific types of attack”: Masquerade (clause A.2.5.1), Replay (clause A.2.5.2), Modification of messages (clause A.2.5.3), Denial of service (clause A.2.5.4), Insider attacks (clause A.2.5.5), Outsider attacks (clause A.2.5.6), Trapdoor (clause A.2.5.7), Trojan horse (clause A.2.5.8).

· Clause A.2.6 “Assessment of threats, risks and countermeasures”.

ITU-T Recommendation X.1121 “Framework of security technologies for mobile end-to-end data communications”, 04/2004 [X.1121]:

· Clause 8
Security threats in mobile environment: Eavesdropping (clause 8.1.1), Communication jamming (clause 8.1.2), Injection and modification of data (8.1.3), Interruption (clause 8.1.4), Unauthorized access (clause 8.1.5), Repudiation (clause 8.1.6).

· Clause 8.2
Mobile oriented security threats: Eavesdropping (clause 8.2.1
), Communication jamming (clause 8.2.2), Shoulder surfing (8.2.3), Lost mobile terminal (8.2.4), Stolen mobile terminal (clause 8.2.5), Unprepared communication shutdown (clause 8.2.6), Misreading (clause 8.2.7), Input error (clause 8.2.8).

Consider STF258 output as input: [TiCC], [TiPP] and [TiST].
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Identification of threats

{ Editor’s note:
This clause is intended to be populated from the threats table in the database (see 07TD337)}
9.1
Introduction

The threats to the NGN system are classified as affecting one or more of the following attributes of system security:

· Confidentiality (C)

· Integrity (I)
· Authentication (AU)
· Availability (A)

GUIDANCE:
Once verified as an accurate and feasible threat each threat should be given a unique catalogue identity to allow cross referencing of threat to weakness.

Threats to a communication system can be grouped in three classes:

· message related threats:

· to this class belong those threats that are directed at individual messages that are transmitted in the system, e.g. between two (or more) users of the system, between network operators, between a user and a service provider;

· user related threats:

· to this class belong those threats that are directed at the general behaviour of the users of a system, i.e. finding out what they are doing when and where;

· system related threats:

· to this class belong those threats that are directed at the integrity of the system as a whole or at parts of it to get access to (parts of) the system or to impair the system functionality.

Threats may be directed against one or more of the system/security objectives with a view to reducing the trust of users in the ability of the system to meet the objective over the short, medium or long term. 

9.2
Message related threats

This class of threats comprises those threats that are directed at individual messages. The following threats can be distinguished:

· interception;

· This threat means, that an unauthorized party may learn information transferred or stored in a NGN system. It applies to public and private systems and to all kinds of information.

· manipulation; and

· repudiation.

They are described in the following subclauses. Where mechanisms exist in NGN to counter the threats these are highlighted and the source of the countermeasure highlighted.

9.2.2
Interception

9.2.2.1
Interception at the UNI radio interface

Monitoring of data "in the air" cannot be detected or prevented by security mechanisms.

· as with analogue radio interfaces, scanners may be used to intercept digital radio interfaces. 

NOTE:
Scanners may be available commercially off the shelf of or may be built by people with sufficient knowledge of the NGN specifications.

· a user of the system could use a (possibly modified) mobile station to listen to the communications of any channels desired. 

NOTE:
The attacker may be a legitimate system user or a user of a stolen mobile station.

9.2.2.2
Interception in the fixed parts of the network

To intercept information in the fixed parts of the network, the same kinds of attacks can be carried out as for interception at the radio interface. The only difference is, that physical access to the entities or wires of the NGN system or a connected network, is necessary.

Traditionally fixed networks have assumed that the fixed part of the network is secure.

{Editor’s note:
Does this assumption hold true for the NGN?}
9.2.3
Manipulation

This threat means, that an unauthorized party may be able to change information in the system. It applies to public and private systems and to all kinds of information. Different sorts of manipulations have to be considered:

· simple changes (e.g. inversion of bits);

· deletion or insertion of parts of the message or file;

· deletion of the whole message or file;

· insertion of new data or voice signals, deliberately chosen by the attacker;

· re-ordering of messages;

· replay of pre-recorded data or voice signals.

The first five items are combined to the term "modification". 

In the fixed parts of the network all kinds of manipulation are possible: deletion, reordering and insertion of data is possible without restriction. 

Manipulations can be done in the following ways:

· an attacker can use some equipment infiltrated into any interface of the system to manipulate the data and voice signals being transferred there;

· deletion can be carried out, e.g. by physical action like wire-cutting, but also by rerouting of the data (e.g. by manipulation of the data header);

· an attacker who has access to an entity in the system, e.g. a base station, can manipulate the data or voice signals being processed or stored, as well;

· this attacker needs physical access to a network node, e.g. a base station, and good knowledge of the internal working of the system. He/she is likely to be an insider, such as maintenance or operating personnel.

9.2.4
Repudiation

This threat means, that one of the parties involved in a communication denies (parts of) it. Two kinds of repudiation threats can be distinguished: repudiation of delivery or repudiation of origin. Potential attackers are the normal users of the system, either the sender or the receiver of some message. Therefore, this threat mainly applies to public and private networks where mutual trust between the users cannot always be assumed.

9.2.4.1
Repudiation of delivery

This threat arises in the following situation: one person has sent some message to another person. The message is received by this second person. However, afterwards the receiving person denies the receipt of the message.

EXAMPLE:
An attack where the receiver gets some orders (which he/she perhaps does not like) and denies afterwards the receipt of them. From the outside, this can not be distinguished from the case, where an attacker falsely pretends having sent the message.

This attack can be prevented with cryptographic security measures. The sending person gets an undeniable proof, that the intended receiver must have received the data. This proof can be used to convince a third person. A non-cryptographic measure that is usually sufficient in most situations is comprehensive recording of all traffic by a trustworthy centre (in combination with reliable authentication of users).

9.2.4.2
Repudiation of origin

This threat arises in the following situation: one person has sent some message to another person. The message is received by this second person. However, afterwards the sending person denies having sent the message.

EXAMPLE:
An attack where a receiver gets some message, e.g. some orders, which the sender afterwards denies having sent. From the outside, this is not distinguishable from the case, where an attacker falsely pretends having received the message.

This attack can be prevented with similar cryptographic security measures as the attack concerning repudiation of delivery. In this case, the receiving person gets an undeniable proof, that the intended person has sent the data. This proof can be used to convince a third person. Comprehensive recording of all traffic by a trustworthy centre (in combination with reliable authentication of users) is an equally applicable measure, as well.

9.3
User related threats

This class of threats comprises those threats that are directed at the users of the system, rather than against individual messages. The following threats can be distinguished: traffic analysis and observability. 

9.3.1
Traffic analysis

This threat means, that (part of) the traffic within a network can be analysed. Possible interesting information can be, e.g. the rate of messages, the length of the messages, the sender or receiver identities. It may even be interesting for the attacker to recognize, if some messages are sent at all at a certain time and at a specific interface. Methods to carry out this attack are in general the same as for interception. For this attack, the attacker is typically an outsider of the system. 

Of course, encryption of the message content and as much as possible of the control data is a prerequisite for the prevention of traffic analysis. However, even if the traffic is encrypted at a low level (link-to-link), some patterns may be found and used for statistical analysis. Encryption should, therefore, be complemented by other measures like padding of messages and insertion of dummy messages.

9.3.2
Observability

This threat means, that the behaviour of a specific (not necessarily known) user might be observed. The attacker will learn, e.g. when this user makes which calls from what location, to which groups he/she belongs to, which priority he/she has. Analysis of the charging information is possible, too. For an outside attacker, this threat is simply a special case of traffic analysis. However, observability also covers cases where users or operators of the system try to gather information about other users, which they are not supposed to have access to.

The major countermeasure against observability is the use of pseudonyms for anonymous sending, receiving and charging. But even if a pseudonym is used for the identification of the user to the system, the different calls of this user can be interconnected as long as the pseudonym doesn't change. If the attacker then manages to link one of these calls to a specific user (e.g. by calling him/her) he/she can link all these calls to that user.

9.4
Attacks made possible from successful interception

9.4.1
Masquerade

{Editor’s note:

Masquerade belongs to the user (stolen identity) so the threat requires an attack of some sort to get the identity. In NGN-1 masquerade may be countered by use of authentication provided that the key and identity are not both known to the attacker (i.e. if the identity is captured over the air the key is not so authenticaton will counter the attack, but if the identity and key are captured from end-user or system equipment authentication will not counter the attack).}
For masquerading the following possibilities exist:

· anybody might actively masquerade as another user (or terminal) to receive the information intended for this user. This attack can be realised in different ways, e.g. with the help of replay of data (see chapter on manipulation);

· another attack might be an entity masquerading as a base station to attract calls from mobiles. This attack is very expensive (concerning costs and the necessary knowledge), so this attack is only done, if a very big profit is expected. Attackers will probably only be criminal organizations (e.g. terrorist organizations).

9.5
System related threats

This class comprises threats that are directed at the system as a whole or at parts of it, rather than against specific users or single messages. The following threats can be distinguished: denial of service and unauthorized use of resources. They are described in the following.

9.5.1
Denial of service

This threat means, that a service is intentionally impaired or made unavailable by an unauthorized attacker from inside or outside the system. Examples for possible attacks are:

· an attacker erases all messages passing through a specific interface. The methods can be the same as for manipulation;

· an attacker delays messages going in one or both directions. The methods can be the same as for manipulation;

· an attacker overflows the system with messages generated by him/herself. This could be done by any normal user of the system;

· an attacker disconnects a node from the system either by manipulating the system configuration or by physical manipulation (e.g. wire cutting);

· an attacker jams on the radio path;

· an attacker can abuse supplementary services.

It is very difficult to protect a system against the numerous possible attacks that lead to denial of service (the above list being far from complete). The most effective ways to protect the system against the effects of intentional impairment are the same that are used to ensure its general availability in the face of accidental failure, i.e. redundancy and flexibility. In addition to this, comprehensive auditing can be an effective deterrent against potential attackers.

9.5.2
Un-authorized use of resources

Two kinds of threats can be distinguished: use of prohibited resources and use of resources beyond the authorized limits. Resources are, e.g. radio channels, equipment, service or system databases. 

9.5.2.1
Use of prohibited resources

The user is not allowed to use the resource at all. Possible attacks can be:

· an attacker can masquerade as another user and execute the access rights of this user in order to get access to prohibited resources, e.g. access to the system as a whole, or access to specific services;

· an attacker can use stolen or non-type approved equipment;

· an attacker with sufficient knowledge of the internal working of the system may be able to acquire additional access rights or circumvent access control mechanisms.

The most important countermeasures against this threat are reliable authentication of users and operators and a sound design and implementation of the mechanisms for administration of access rights and enforcement of access control decisions.

9.5.2.2
Use of resources beyond the authorized limits

The user is allowed to use the resource, but goes beyond his/her access rights. Possible attacks can be:

· an attacker might misuse some information he/she got for other purposes, e.g. the network operator or service provider can misuse some personal data of users;

· an attacker who has borrowed some equipment, e.g. a mobile station, and who is allowed to use this equipment only to a certain extent can nevertheless try to excess the limits;

· attacks can be directed against the objective of fair access to the system for all users. This can be done, e.g. by the misuse of priorities or by manipulating a mobile station in such a way, that it always has the first access after a collision with another mobile station on the RACH. In this way, the other users of the system have no equal chance to use the resources.

Protection against this threat requires, in addition to authentication and access control mechanisms, comprehensive auditing of critical activities in the system.

Table 13: Threats (from TVRA database)

10
Identification of weaknesses

GUIDANCE:
Weaknesses have to be identified for each asset where the assets may be architectures, protocols, protocol elements (including how the protocol element is itself constructed).

Table 14: Weaknesses (from TVRA database)

11
Identification of vulnerabilities

GUIDANCE:
Vulnerabilities exist where both a weakness and a threat (that can exploit the weakness exist). The vulnerability table can be drawn as a set of tuplets containing the catalogue identity of both the threat and the weakness. The vulnerability has to identify the asset at risk.

{Editor’s note:
A weakness when attacked becomes a vulnerability so at this point the vulnerability table does not exist.}
Table 15: Vulnerabilities (from TVRA database)
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Classification of Risk for the NGN

{Editor’s note:

This clause is intended to be a report from the database being developed. WG7 is asked for advice on how to structure this clause (proposal is to classify it by “Asset group” and then by “Asset type” and “Asset subtype”).}
12.1
Attack potential weighting

Table 16: Attack potential for interception at the radio interface (communication in clear)

Factor
Assigned weighting
Value

Elapsed time

(1 point per week)
<= 1 month
4

Expertise
Proficient
2

Knowledge of TOE
Public
0

Window of opportunity
Unlimited access
0

Equipment
Specialised
3

Total
Moderate – possible
9

NOTE:
Equpment is noted as specialised as NGN equipment is not expected to be available in normal retail establishments.

NGN radio access networks allow for communication over the radio interface to be encrypted. The application of encryption does not alter the ease with which communication can be intercepted but it does change the time and expertise required to extract meaningful information from it. The application of encryption makes attacks that rely on capture of data from the radio interface more difficult.

Table 17: Attack potential for interception at the radio interface (communication encrypted)

Factor
Assigned weighting
Value

Elapsed time

(1 point per week)
<= 1 month
4

Expertise
Proficient
2

Knowledge of TOE
Critical
10

Window of opportunity
Easy
1

Equipment
Bespoke
7

Total
High – unlikely
24

NOTE:
It is assumed that the cryptanalysis tools required are not generally available, hence equipment required to mount the attack is weighted as “bespoke”. Similarly the knowledge of the system required to mount an attack is considered “critical”.

Table 18: Attack potential for interception in the fixed parts of the network (communication in clear)

Factor
Assigned weighting
Value

Elapsed time

(1 point per week)
<= 1 month
4

Expertise
Proficient
2

Knowledge of TOE
Public
0

Window of opportunity
Difficult
12

Equipment
Specialised
3

Total
Moderate
10
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Mapping of threat and attack to security criteria

13.1
Availability

13.1.1
Objectives

Threats to NGN availability are those that alter the expectation of service to the NGN user and include those threats which may be classified as masquerade, denial of service and degradation of service.

13.1.2
Identified threats

Threat
Form of attack
Countermeasure
Existing countermeasure

Denial of service
Identity theft
Authentication




Secure identity distribution




Policy to report loss of identity



Overloading of signalling channel
Restrict access to control channel (available in NGN by access priority classes)



Messages without fully defined acknowledgement behaviour
Fully defined normal and exceptional behaviour for all protocols. Fail safe in all cases.


Loss of reliability




Misuse of service
Use of prohibited resources
Reliable authentication of users and operators

Mechanisms for administration of access rights and enforcement of access control decisions.



Use of  resources beyond 

authorized limits
Auditing of critical activities in the system


13.2
Confidentiality

13.2.1
Objectives

Users of NGN should expect their communication to be maintained as private.

13.2.2
Identified threats

Threat
Form of attack
Countermeasure

Loss of privacy
Eavesdropping on open channel






13.3
Integrity

13.3.1
Objectives

Users of NGN should expect that attempted modification of signalling or data in transit is detected and prevented.

13.3.2
Identified threats

Threat
Form of attack
Countermeasure

Alteration of signalling content
Capture and manipulation


Alteration of data content
Capture and manipulation


Identification of network topology



Replay of signalling content
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Identification of requirements for countermeasures

Countermeasures should be applied to those vulnerability/asset relationships where the risk is significant. Countermeasures can take a number of forms:

· Redesign to eliminate the weakness (as with no weakness there is no threat-weakness pair hence no vulnerability);

· New assets offering specific protection for specific vulnerabilities

NOTE 1:
Any new asset introduced to the system has to be assessed for vulnerabilities and any concurrent risk identified.

NOTE 2:
A single asset performing as a countermeasure may reduce the risk associated with many vulnerabilities and assets.



· 
· 
· 
· 




6.2 
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NGN Security Release 2

This clause is for further study.

{editor’s note: use same structure as in clause 5, describing release 2 deltas against release 1}
Annex A (informative):
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· Changed to a standalone TR (removed subpart 2); need to allocate a new WI/doc #.

0.0.1
June 2005
· WI number updated; started with new version number

· Redrawn Figure 6 “NGN Security Process and Overview of NGN Security Documents” to align with new WIs.

0.0.2
June 2005
· Updated Title of TR according to WI sheet.

· Added [NGN-R1SecReq] to normative references;

· Updated the references of the other NGN SEC WIs.

0.0.3
August 2005
· Incorporated STF 292 restructuring approach according to 07TD046r1; other preliminary sections from 0.0.2 removed.
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