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1.
Distribution of User Profile Data

Figure 0‑1: Data distribution in 3GPP shows the different storage capabilities for the User Profile.  Circles represent profile or parts of profile storage capabilities. 
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Figure 0‑1: Data distribution in 3GPP

This document studies hereafter the impact of Profile distribution. In particular it is assumed that both the VASP and the End-user always access to information stored within the profile.  In addition, the profile model hierarchy defined in document UP –10022 is assumed, namely, User Profiles (UP), User Interface Profiles (UIP), User Service Profiles (USP), and Service Preference Profiles (SP). 

Tackling the management of distributed profiles implies that it must be possile, to 

· localise profiles, 

· maintain a copy in the network, 

· guarantee copies consistency according to the User preferences, 

download profiles on a crashed ME.

1.1
Profile Copies, Request Decomposition and Global Schema

Taking into consideration the 3GPP requirements whereby the Home Environment shall be able to “ recover User Equipment resident User Profile information to protect against loss or damage of user equipment”, it could be assumed that a secured copy of all the End-user related profiles is maintained within the network. In this case, a request from either the VASP or the End-user may be processed directly on this Profile storage. However when such a request modifies, creates or deletes a Profile or part of it, the it is requested that  all copies are maintain consistent with that version stored within the network.

Profiles or parts of profiles are located either in the Network or in the SIM card, since both can be considered as having secure storage capabilities. In this case, a request from either the VASP or the End-user to access a Profile needs first to be decomposed into sub-requests according to the Profile location.  

Classically in Distributed database systems, decomposition uses a global schema that describes the data locations. Request decomposition has been and is still an important research area, in particular in terms of optimisation according to performances criteria.

1.2
Profiles Integrity

Data in a database are subject to integrity constraints. This means that data are related to one another according to rules or assertions that are checked at relevant points of the processing during each request execution. For example a set of debit operation followed by a set of credit operations shall check that the debited total amount is equal to the total credited amount. Similarly there can be integrity rules on the profiles. For example, a Service Preference Profile shall not be deleted upon an End-user request in the scope of UP1 (User Profile 1)  if this SP is part of other UPs as well. A more complex example is that modification of a SP associated with a UP shall respect the service properties range of values as registered by the Services associated to the UP and to the service profile.

All End-user and VASP requests have to be checked regarding defined integrity rules. It has to be noted that Integrity rules may be checked for each request, but integrity check may also make sense when applied to a whole set of operations only, for example, on a set of debit and credit operations. Similarly, adding an SP for a given a service to a UP containing already a SP for this service is allowed only if the existing SP is deleted.

This shows that the End-user and the VASP need to have the possibility to delineate the set of operations on which it shall be checked if the integrity of the profiles is respected. 

1.3
Conflicting Profile related requests

Different actors, like End-users, the administrators, the VASPs can simultaneously issue requests to access the profiles of a user.  Any interleaving of these requests may lead to inconsistent results, therefore it is necessary to limit these kind of conflicts as much as possible. However, it can always happen that e.g. the administrator, possibly acting on the scope of  the subscriber contract or on the scope of the VASP registration, modifies service properties  while an End-user uses his service preferences related to these properties. In such a case the result may destroy the integrity rules of the profiles and provide unexpected results to both the administrator and the End-user.

In order to avoid such random behaviours, conflicting requests shall be serialised.  This is typically provided by the use of a Concurrency control based on a locking policy. The locking policy is applied on the data access by the database. Starting a transaction on the database provides to the database the means to  associate  the requestor with an identifier and to lock the data he access. Committing the transaction enables the database to secure the modified data and to release all the locks set for this requestor. Aborting the transaction enables the database to forget all data modification and release all the locks set for this requestor. In the case where all data are centralised on a single database, the requestor invokes transaction start and commit or abort directly on the database. In the case where data are distributed, the commit or the abort have to apply securely to all database implied in the transaction. This is the case where a transaction service is necessary. 

1.4
Use of transaction service

The transaction service role is to offer to the requestor a coordinator object and a library that binds the requestor with the coordinator. The requestor   invokes the start, commit or the abort on the library. The library forwards this request to the coordinator. The coordinator two-phase commit protocol coordinates in a fault tolerant manner either commitment or abort of the transaction on all database implied in the transaction.

Similarly the Transaction service offers a library to all servers that access the database. When a server access the database for the first time, it shall register the database to the coordinator of the transaction so that the coordinator knows this database and can later issue either a commit or an abort order to it.  Thus a database that supports to be ordered by a transaction service coordinator has to offer a specific interface that can

· Receive a global transaction identifier, upon which it bases his locks;

Receive commit and abort orders related to the global transaction identifier.

Such a interface , which is already standardised is the X/Open XA interface. Another standard interface, namely “JDBC standard extension”, encapsulates XA and is offered for java environments. The global transaction identifier is recognised by all database even though they internally map it on a proprietary identifier.

A last requirement on the use of a Transaction Service is that all calls on the server associated with a transaction contain the transaction context. The transaction context contains the reference of the Coordinator, and the transaction identifier. When a first call with a transaction context is received on the server, the Database is registered to the Coordinator, and is made working (lock setting) for that transaction. All this engineering is maintained transparent to the requestor application and to the server application.

This launching of the distributed profile management suggests many comments: 

· Synchronous/asynchronous updates

Use of transaction may be mandatory if there is a requirement that the profile copies are maintained consistent all time. Transactions spanning all the copies are the only way to allow any actor to access any copy and be guaranteed that he access the latest version. 

If it is not always necessary to maintain permanently consistent copies updates may be processed asynchronously, for example through a reliable Notification service or a messaging service. A mean must be determined which update type (synchronous or asynchronous) apply.

· Performances and use of mobile agents

The protocol used by the Transaction service, namely the two phase commit, is rather time consuming although all database process their exchanges with the transaction Coordinator in parallel. Since, on one hand, there is a potential need for downloading the transaction service library, for example in the terminal, for executing the transaction termination protocol (commit or abort), and, on the other hand, there is a limited number of servers (ME, USIM, VASP, VHE provider) which can be involved, a point of further investigation is to study the benefit that could be obtained if the  Coordinator is made a migrating agent. 

· Impacts to OSA/Parlay profile APIs

It is most likely that ME, USAT, networks and VASP will not provide direct access to their internal objects, but will externalise on the OSA interface an API adapted to personalisation. Operations on these APIs will be the sub requests invoked by the VHE server.
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