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Abstract of the contribution: Discusses the techniques for 6G network resource management based on distributed artificial intelligence, including dynamic traffic forecasting solution, the double-headed federated reinforcement learning, and the data-model driven distributed intelligence.
1. Introduction                                                                                      
6G networks face extremely different and diverse service demands, which put forward higher requirements on the customization capability of wireless networks and new challenges for the application of traditional centralized optimization algorithms. Traditional network optimization algorithms (e.g., optimization algorithms, centralized cloud computing) suffer from unsolvable or slow convergence of optimization problems, insufficient arithmetic power of a single device, high energy consumption, and low resource utilization in the face of complex situations such as Gb- or even Tb-scale data of large-scale networks, dynamic changes in resources and networks, and are unable to meet the multidimensional key performance indicators (e.g., latency, energy consumption, etc.) of 6G networks.
Distributed intelligence algorithms, a branch of artificial intelligence algorithms [1], can meet service latency requirements, improve resource utilization, and flexibly adapt to changes in network size. Commonly used distributed intelligence algorithms include A3C(Asynchronous Advantage Actor-critic), Qmix, and MARL (Multi-Agent Reinforcement Learning). Depending on the data interaction of multi-intelligence algorithms, they can be further classified into independent multi-intelligence structures such as IQL (Independent Q-Learning) and cooperative multi-intelligence structures. In addition, data dimensionality reduction techniques are used to reduce the dimensionality of features and remove noise and redundant data to obtain high accuracy while saving computation time [2]. The commonly used data dimensionality reduction methods can be divided into two categories: 1) reducing data complexity by processing the data itself, including PCA (Principal Component Analysis), SVD (Singular Value Decomposition), KDE (Kernel Density Estimation), Manifold Learning, SVM (Support Vector Machine) [3], etc. 2) By clustering similar user nodes, a set of data can be used to represent a class of users, thus reducing the amount of data, such as K-means, LVQ, KNN [4], etc. The two data reduction methods can be used in combination to cope with the huge number of users and large dimensional data brought by 6G networks.
Meanwhile, in the face of the increasing training time and model transfer overhead caused by increasingly complex machine learning models, knowledge distillation and transfer learning are widely used in the training process of intelligent algorithms, with the former accelerating model convergence and reducing transfer overhead through model simplification and the latter reducing training time through migration of training models. However, existing intelligent algorithms are usually data-driven, using deep neural networks to extract data features and thus obtain information, ignoring the role of traditional communication models [5]. Reasonable use of existing communication models can significantly reduce the training time of algorithms and simplify the complexity of intelligent algorithms.
The communication, sensing, and computing resources in the 6G network show heterogeneous and scattered characteristics, and the network data have high dimensional characteristics. It is necessary to establish distributed intelligent algorithms based on Artificial Intelligence, distributed computing, and sensing technologies to realize the reduction of data and models, support the high-dimensional data and information processing in the 6G network, and realize the efficient management of multi-dimensional resources.
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2. Dynamic traffic prediction based on the integration of computing network
[bookmark: _Toc510607461]Traditional traffic prediction is generally real-time and continuous, i.e., it follows the current content (text messages, video content, etc.) to make the next stage of prediction. On the one hand, real-time prediction and continuous computation will generate high energy consumption; on the other hand, when facing a more peaceful traffic prediction scenario, excessive computation resources will generate arithmetic waste phenomenon; and when facing an unexpected scenario, due to the peaceful arithmetic, it may not be able to achieve ultra-low latency traffic prediction demand.
To address the above problems, a dynamic traffic prediction scheme based on arithmetic network integration is proposed. Firstly, when a bursty scenario is predicted (e.g., dragging the progress bar when watching a video), more spectrum resources and higher computing power are allocated by setting aside enough time to achieve more cache demand, and thus achieve ultra-low latency prediction performance. On the other hand, during smoother prediction scenarios, the vision of reducing energy consumption is achieved by discarding some excess computing power while ensuring that the traffic prediction performance is satisfied. Therefore, a threshold value for traffic prediction can be set, and during the threshold period, more calm computing power and spectrum resources are used for traffic prediction; outside the threshold, more computing power and spectrum resources are allocated for unexpected situations. Further, a compromise factor can be considered to explore the optimal dynamic traffic prediction scheme precisely by dynamically adjusting the magnitude of the value of the compromise factor.
Compared with traditional traffic prediction, dynamic traffic prediction based on computing network integration can reduce user waiting time and achieve the demand of low latency when dealing with unexpected conditions; when dealing with more peaceful scenarios, it can reduce the energy consumption of real-time prediction, reduce system overhead, and lower the expenditure of communication and computing power.
3. Joint multi-dimensional resource management based on a double-headed federated reinforcement learning 
The communication, sensing, and computing resources in 6G networks are distributed in different locations of the network with different definitions and magnitudes, and the efficient fusion of 3D resources is one of the challenges to be solved. In addition, resource optimization algorithms are also challenged by high-dimensional data processing due to the presence of large connectivity tasks in 6G networks (e.g., fine farming, large-scale sensor networks, etc.). However, traditional optimization methods suffer from the problem of unsolvable or long solution time (i.e., algorithm timeliness problem) when facing high-dimensional data processing.
In response to the above problems, relying on a hybrid (centralized/distributed) architecture, a multi-dimensional joint resource management technique based on double-headed federation reinforcement learning is proposed, as shown in Figure 1. Each edge and end node can download the learning model from the cloud, use the local raw data for fast inference of the model, and upload the updated model parameters to the cloud; after the model aggregation in the cloud, the cloud can obtain the global updated parameters and then return them to the edge-end for the next iteration. Among them, the edge-end can reduce the inference space by model partitioning and clipping to achieve fast inference. At this point, the cloud-side multi-objective optimization problem is transformed into a federal learning problem of cloud training and edge-end inference by upstream model aggregation and downstream parameter updating. In addition, to overcome the influence of non-independent identically distributed (Non-IID) data on federation learning, a two-headed federation model is used to further decompose the local model into shared and non-shared models, using the shared model to obtain the global network common features and the non-shared model to protect the regional network individual features, so that the federation learning model benefits from both local and global data.
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Fig. 1. Cloud training and fast edge-to-end inference based on two-headed federation

4. Multi-dimensional resource allocation techniques based on dual data-model driven distributed intelligent
The distributed intelligence algorithm is optimized from both data and model perspectives to reduce the computational overhead of federal reinforcement learning and improve the efficiency of network slicing resource allocation, as shown in Figure 2.
For data-driven algorithms, data compression as well as feature extraction are performed on high-dimensional data using principal component analysis and stream shape learning to reduce the number of neurons in the model and reduce computational energy consumption. In addition, considering the problem of small sample set size in real networks, GAN (Generative Adversarial Network) is used to achieve sample set enhancement. For the model-driven algorithm, firstly, the computational results of the existing communication models are used for supervised learning to improve the accuracy of the neural network. Secondly, the complex neural network model is model simplified using knowledge distillation, knowledge migration, model splitting and pruning to significantly reduce the training energy consumption without degrading its performance.
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Figure 2. Data-Model dual driven multi-dimensional resource allocation techniques
5. Conclusions
[bookmark: _Hlk51968268]The following proposals are made.
Proposal 1	A dynamic traffic prediction scheme based on computational network integration is proposed, which can reduce computational energy consumption and achieve lower latency traffic prediction performance.
Proposal 2	Relying on a hybrid architecture, a technique is proposed for joint management of multidimensional resources based on two-headed federated reinforcement learning, which enables federated learning models to benefit from both local and global data.
Proposal 3	Optimization of distributed intelligent algorithms from both data and model perspectives is proposed to reduce the computational overhead of federated reinforcement learning, and improve the efficiency of resource allocation for network slicing.
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