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Decision/action requested

It is requested to approve this contribution for a new solution in TR 33.848
2
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Rationale

Key Issue 13 states that without a full attestation chain from 3GPP function level to hardware level, a 3GPP Network at the application layer is not able to verify the trustworthiness of VNFs or the NFVI. This solution suggests using attestation at the hardware level and proceeding up the NFVI stack through to the VNF software to create this full attestation chain so that some level of trustworthiness can be established for VNFs and the NFVI.
4
Detailed proposal

****Start of 1st Change ****
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Note to rapporteur: all text in change #2 below is new.
****Start of 2nd Change ****
6.Y Solution Y: Solution Using Attestation for Key Issue 13

This solution addresses Key Issue 13: “Attestation at 3GPP Function level” by using attestation at each layer of the Network Function Virtualization Stack (NFVS), starting with the server/hardware resource to establish trustworthiness, and using that trust as a means to attest to the next layer and so on until the VNF software has been attested. In addition to attestation, this solution also introduces a new NF called the Profile and Attestation Check Function (PACF) to provide attestation information to the 5GS.

6.Y.1
Introduction

Attestation provides cryptographic evidence of the integrity of hardware, firmware, software, and configuration of a device. Typically, this evidence includes trusted integrity assertions, such as signed measurements and other  statements about system characteristics and events.  Conceptually, this evidence provides proof of a trusted boot cycle that starts with a root of trust and extends to the operational environments. 

6.Y.2 Solution Details

The Network Function Virtualization Infrastructure (NFVI) can be viewed as a collection of Network Function Virtualization Stacks (NFVS). Each one of these NFVSs starting with the server/hardware resource layer can go through an attestation process to produce a chain of trust. Once each layer of the NFVS has been attested, it can then join the NFVI. If each NFVS within the NFVI goes through this attestation process, then that trust can then be used to attest NFVs running on the NFVI regardless if they are VMs or Containers. The successful attestation of a NFVS is stored by the Network Function Virtualization Management and Orchestration (NFV MANO) system along with the measurements used.

When the NFV MANO starts a new VNF, either inside a VM or Container, it goes through an attestation process. Once the NFVI attests the VNF,  the attestation results are stored at the NFV MANO using the NF Instance ID as the unique identifier. The NFV MANO provides the VNF a signed NF Profile [X] (TS 23.502, clause 4.17.1, Notes 2 and 3 state that the NFV MANO is responsible for providing a VNF with its NF Profile) and starts the VNF.

Editor’s Note: References to the NFV management and orchestration as “NFV MANO” vs. “OAM” should be aligned with the terminology in TS 23.502 clause 4.17.1.
Once the VNF has started, it will register with the NRF by providing the signed NF Profile. The NRF will then check with the Profile and Attestation Check Function (PACF) to verify that the new VNF has been successfully attested. The PACF will use the NF instance ID to retrieve the signature block and attestion results from the NFV MANO. The PACF will respond to the NRF with the signature block and attestation results. The NRF will then compare the signature block obtained from the NF Profile with the signature block received from the PACF to validate the attestation of the VNF.
 Editor’s Note: Availablity of VNF attestation is FFS.
Editor’s Note: The protocol between verifier and remote server is FFS.
6.Y.2.1 Attestation of the NFVS

Figure 4.2-1 shows a high-level architecture of the Network Function Virtual Infrastructure (NFVI). Observing the NFVI as a group of NFVSs, each NFVS includes at the minimum the following components:

1. Server / Hardware Resource, this is the bare metal equipment that the entire stack runs upon. It provides access to storage, compute, and network I/O to the OS, Vitalization / Container Layer Software, and NFVs.

2. Operating System (OS), this can be a full future OS or one customized specifically for virtual environments, containers, or specifically for 5G so that it can run the software necessary for a NFV Stack to join the NFV Infrastructure.

3. Virtualization / Container Layer Software, this is the needed so that a NFV Stack can join the NFV Infrastructure and run VNFs in either Virtual Machines or Containers.

Although out of the normal scope of 3GPP, an attestation solution for the NFVS should have a procedure including the following steps:

1. Attestation of the Server / Hardware Resource. This consists of attesting to the firmware and hardware running on the Server. Successful attestation of the Server will act as the root-of-trust for attesting the remaining layers of the NFVS. The attestation results and corresponding measurements will be saved to the NFV MANO.

2. Attestation of the OS will use the server as a root-of-trust to attest the entire OS. If Virtualization / Container Layer Software is included in the OS, then its attestation will be included with the attestation of the OS and would conclude the attestation of the NFVS. The attestation results and corresponding measurements will be saved to the NFV OAM.

3. If the Virtualization / Container Layer Software is not pre-loaded into the OS, then it has to go through its own attestation process conducted by the OS. The attestation results and corresponding measurements will be saved to the NFV OAM.

If any step in the attestation process fails, the process should stop, and an alert should be sent.

Once a NFVS successfully goes through the entire attestation process it is now able to join the NFVI. The attestation results and corresponding measurements will be saved to the NFV MANO so that it has a record of the NFV Stack.

6.Y.2.2 Attestation of VNFs within VMs

Prior to the start-up of a new VNF within a VM it is expected that the VM will start on either a NFVS that has been successfully attested or a NFVI that is made up of attested stacks. Otherwise, the attestation process cannot be trusted because it is dependent on the successful attestation of the underlying infrastructure.

Although out of the normal scope of 3GPP, an attestation solution for a VNF running within a VM should have a procedure including the following steps:

The process is initiated by the NFV MANO requesting to start a new NFV.

1. The NFVI retrieves the guess OS from network storage that is within the NFVI.

2. The NFVI or specific NFVS will attest the guess OS.

3. If the VNF software is preloaded on the guess OS then attestation of the OS would include attesting the VNF software. Otherwise, the guess OS will need to retrieve the VNF software specific to the type of VNF being instantiated from network storage that is within the NFVI and attest the VNF software.

4. The NFV MANO will provide the VNF with a signed NF profile [X], clause 4.17.1.

5. The NF instance ID from the NF profile, attestation results and corresponding measurements will be saved to the NFV MANO.

6. The NFVI begins to run the VNF.

If any step in the attestation process fails, the process should stop, and an alert should be sent.

6.Y.2.3 Attestation of VNFs within Containers

Prior to the start-up of a new VNF within a Container it is expected that the Container will start on either a NFV Stack that has been successfully attested or a NFV Infrastructure that is made up of attested stacks. Otherwise, the attestation process cannot be trusted because it is dependent on the successful attestation of the underlying infrastructure.

Although out of the normal scope of 3GPP, an attestation solution for the VNF running within a Container should have a procedure including the following steps:

The process is initiated by the NFV MANO requesting to start a new NFV.

1. The container corresponding to the type of VNF is retrieved from network storage that is within the NFVI.

2. The NFVI or the specific NFVS will attest the container. 

3. The NFV MANO will provide the VNF with a signed NF profile [1], clause 4.17.1.

4. The NF instance ID from the NF profile, attestation results and corresponding measurements will be saved to the NFV MANO.

5. The NFVI begins to run the VNF.

If any step in the attestation process should fail, the process should stop, and an alert should be sent.

6.Y.2.4 Profile and Attestation Check Function (PACF)

The Profile and Attestation Check Function (PACF) serves as an anchor withing the 5G core that handles queries to retrieve signature and attestation results from the NFV MANO. The PACF serves as a bridge between the 3GPP level signaling  and the non-3GPP level signaling and minimizes the impact to the NRF. 
As shown in Figure 6.Y.2.4-1, three additional steps (2, 3, and 4) are added to the VNF registration procedure. 
Editor’s Note: Communication between the PACF and NFV MANO is FFS.
Editor’s Note: The need for NRF to perform the check in clause 6.Y.2.4 is FFS.
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Figure 6.Y.2.4-1: NF Service Registration with PACF Procedure
Referencing Figure 6.Y.2.4-1 above, steps 1, 5, and 6 are already part of the original NF Service Registration procedure as detailed in [X], clause 4.17.1. The new steps added to the procedure are 2, 3, and 4. Here are the steps with additional details:

Step 1: NF service consumer, i. e. an NF instance sends Nnrf_NFManagement_NFRegister Request message to NRF to inform the NRF of its NF profile when the NF service consumer becomes operative for the first time.

Step 2: The NRF initiates the validation process by sending the NF Instance ID contained in the NF. 

Step 3: The PACF retrieves the signature block and attestation results from the NFV MANO using the NF Instance ID.

Step 4: The PACF responds to the NRF with the signature block and attestation results it received from the NFV MANO. 
Step 5: The NRF compares the signature block of the NF Profile to the signature block received from the PACF. If the signature blocks match, the NF Profile is validated and the PACF can be trusted. The NRF stores the NF profile of NF service consumer and marks the NF service consumer available.

Step 6: The NRF acknowledge NF Registration is accepted via Nnrf_NFManagement_NFRegister response.
6.Y.3
Evaluation 

Editor’s Note: To be added.
****End of 2nd Change****

