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1 Decision/action requested 

This contribution proposes to delete an Editor’s Note in TR 33.866
2 References
3 Rational
The contribution proposes to offer the rational for input parameters that how to detect DDoS attacks.
NWDAF can collect data based on different scenarios.
· When the UEs initiate a DDoS attack to the AF using heavy UP traffic, exception information can provide negative training data for identifying abnormal UP traffic, communication description per application and Expected UE Behaviour parameters can provide positive training data for identifying normal UP traffic, TAC identifies the same type of the UE.

· When UE attacks RAN through CP traffic, the UE may send a large number of RRC messages or NAS messages to the RAN. The number of initial RRC message and initial NAS message should be abnormal. Therefore, NWDAF should collect the number of these message in order to detect the DDoS attack from UE and collect Global RAN Node ID and SUPI to identify RAN and UE.
· When UE attacks AMF through CP traffic, the UE may send to AMF with a large number of NAS messages which is carried by RRC message on air interface so that the number of initial RRC message and initial NAS message should be abnormal. On the other hand, some NAS messages such as SM message is sent by UE due to some requests from user plane. Exception of user plane may also lead to UE send a large number of NAS messages to AMF. Therefore, NWDAF should collect the number of these messages in order to detect the DDoS attack from UE and collect Global RAN Node ID, SUPI and AMF instance ID to identify RAN, UE and AMF.
4 Detailed proposal
*************** Start of 1st Change ****************
6.2.2
Solution details

6.2.2.1
Introduction
As depicted in clause 6.7.5 in TS 23.288 [4], the NWDAF could collect the following input data:

· Exceptions information from AF, including: IP address 5-tuple, exception ID, exception level, and exception trend.

· UE mobility information from OAM is UE location carried in MDT data.
· Network data related to UE mobility from AMF, including: UE ID, UE location, Timestamp, TAC, frequent mobility registration update.
· Service data related to UE mobility provided by AF, including: UE ID, Application ID, UE location, Timestamp.

· Service data related to UE communication provided by SMF, AF, UPF, including: UE ID, group ID, S-NSSAI, DNN, Application ID, Expected UE behaviour parameters, communication description per application (e.g. communication start, communication stop, UL data rate, DL data rate, traffic volume), TAC.

The NWDAF could output the following: Exception ID, Exception Level, Exception trend, UE characteristics, SUPI list (1..SUPImax), Ratio, Amount, Additional measurement, Confidence. 

Specifically, exception ID can be “Suspicion of DDoS attack” means that the UE may trigger a DDoS attack. In this case, Additional measurement is “Victim's address (target IP address list)”. And the mitigation can be “PCF may request SMF to release the PDU session. SMF may release the PDU session and apply SM back-off timer.”

However, the analysis is just for DDoS attack to external AF. 

DDoS attack to internal NF, e.g. RAN, Core Network should also be investigated. In order to make it more clear to capture the DDoS analysis, it is proposed a network analysis framework for DDoS attack.

6.2.2.2
Network Analysis Framework for DDoS attack
The framework is depicted in table 6.2.2.2-1. In column DDoS attack, target network entity and attack method shall be clarified. In column analysis, input, output and mitigation are listed as the same way as TS 23.288 [4]. With the framework, it will be more clear how to capture attack and how to detect the DDoS attack.

Table 6.2.2.2-1
Network Analysis Framework for DDoS attack.

	DDoS Attack
	Analysis

	Target
	Method
	Input
	Output
	Mitigation

	AF
	DDoS using heavy UP traffic
	AF: GPSI, external group ID, Exception information (IP address 5-tuple, exception ID, exception level, and exception trend), Application ID, communication description per application (communication start, communication stop, UL data rate, DL data rate, traffic volume), Expected UE Behaviour parameters

SMF: SUPI, internal group ID, Application ID

UPF: UE communication description per application (communication start, communication stop, UL data rate, DL data rate, traffic volume)

AMF: TAC
	DDoS to AF
	PCF may request SMF to release the PDU session.

SMF may release the PDU session and apply SM back-off timer.

	RAN
	DDoS using heavy RRC signaling
	OAM: Global RAN Node ID, time stamp, SUPI, initial RRC message number

AMF: Global RAN Node ID, time stamp, SUPI, initial NAS message number
	DDoS to RAN

Victim RAN Node ID

Malicious SUPI
	AMF may provide AMF UE N2AP ID and RAN UE N2AP ID to RAN of malicious SUPI.

RAN may treat the malicious UEs based on local policy, e.g. release its resource.

	AMF
	DDoS using heavy NAS signaling
	OAM: Global RAN Node ID, time stamp, SUPI, initial RRC message number

AMF: AMF instance ID, Global RAN Node ID, time stamp, SUPI, initial NAS message number, initial SM message number
	DDoS to AMF

Victim AMF instance ID

Malicious SUPI
	AMF may treat the malicious UEs based on local policy, e.g. release its resource.




6.2.2.3
The Rational of Each Input Data
When the UEs initiate a DDoS attack to the AF using heavy UP traffic, exception information can provide training data for identifying abnormal UP traffic, communication description per application and Expected UE Behaviour parameters can provide training data for identifying normal UP traffic, TAC identifies the same type of the UE.
When the UEs initiates a DDoS attack to the RAN using heavy RRC signaling, number of initial RRC messages and number of initial NAS messages to RAN or AMF can provide training data for identifying normal RRC signaling.
When the UEs initiates a DDoS attack to the AMF using heavy NAS signaling, number of initial RRC messages and number of initial NAS messages to AMF can provide training data for identifying normal NAS signalling, number of initial SM message can identify the abnormal SM signaling caused by UP faults.
 *************** End of 1st Change ****************
3GPP


