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Abstract

The 3G authentication and key agreement protocol is described in [1]. Modifications to its sequence number management are proposed in the companion contribution [2]. This document presents an informal description of the specification of the protocol in [1], taking into account the modifications in [2], of the assumptions, failure models, properties of the system or parts of the system, scenarios and theorems that have been formalised and proven within the temporal logic of actions, TLA [3]. 

1. Overview
The complete protocol was specified in TLA [3], a formal language used mainly for writing specifications of concurrent systems and proving properties of the system. TLA is a state based, first-order temporal logic. The main part of a specification of a system is typically given by a set of events or transitions, each one being a first-order logic predicate that describes the relation between the variables in one state and the next. (Other elements of the specification, initial and fairness conditions are well needed, but will be implicit here in this paper).

The goal of this short paper is only to give an informal description of the specification of the protocol, of the assumptions, failure models, properties of the system or parts of the system, scenarios and theorems that have been formalised and proven within TLA. As with any informal description (written in natural language) some degree of ambiguity is still existent. We try to keep this ambiguity as small as possible. Please refer to the complete paper for full definitions and precise, unambiguous formulation of the theorems. 

The first theorem presented has the following form: if some conditions on the observable behaviour hold during a certain period of time, then at the end of that interval some condition on the internal state of the system holds. We call those conditions on observable behaviour “scenarios” (examples: loss of messages, crashes, etc.) and the conditions on the internal state of the system (example: synchronicity of counters) we simply call “conditions of the system”. Therefore, the first theorem may be expressed as follows: if a certain scenario holds, then a certain condition of the system is true. Other theorems have the following form: if a certain condition of the system is not true at certain time but from that time on a “good” scenario holds, the missing condition will become true again. Other types of theorems are discussed in the full paper.

We model only one user.

This paper is organised as follows: in the next section, the events or transitions that were modelled are described. This should explain the level of detail and the granularity in which the specification was done. Then in section 3, the used assumptions and failure models are presented. Section 4 explains the conditions of the system. Section 5 introduces the different scenarios as combinations of the failure models or assumptions of section 3. The last section contains the main theorems.

2. Events

The specification contains transitions for the following events:

EVENT
Remark

Authentication Data Request 1
with synchronisation failure flag

Authentication Data Request 0
without synchronisation failure flag

Authentication  Data Response 




User Authentication  Request Send


User Authentication  Request Receive 
The occurrences of this event is logically separated from the occurrence of the corresponding Send:

1. Normally, if a User Authentication Request Send happens, then a User Authentication Request Receive also happens, with the same parameters.

2. Due to an attack, the User Authentication Request Receive may contain different parameters than the corresponding Send.

3. A sent User Authentication Request may get lost in the transmission channel, thus producing no User Authentication Request Receive event.

4. Due to an attack, the USIM may receive a User Authentication Request that was not sent at all by the SN.

User Authentication  Response Send


User Authentication  Response Receive 
Send-receive are logically separated as above

User Authentication  Reject Send


User Authentication  Reject Receive 
Send-receive are logically separated as above

User Authentication Synchronisation Fail Indication Send


User Authentication Synchronisation Fail Indication Receive 
Send-receive are logically separated as above

User Authentication Time Out 
The SN receives (or produces) a Time Out, if the response to the User Authentication  Request Send is lost or delayed



Location Update Request 
This event may imply the successful request to move the AVs to the new SN

Cancel Location 


Crash HE 


Crash SN 


Steal AV 
Authentication Vectors become known to an attacker before they are used by the SN (or during that time)

3. Assumptions and failure models for single components

Several scenarios were studied (combinations of different assumptions and/or failure models). To describe those scenarios we first introduce the different assumptions/failure models for the single components:

Assumptions/failure models:

Component
Assumption/Failure Model
Description

USIM 
(only case)
The USIM always works correctly.

The lifetime of the USIM is not exceeded (see Def. below).

SN
SN 1. No failure
works correctly


SN 2. AV loss
loss or corruption of AVs


SN 3. AV disordering
disordering of AVs


SN 4. Crash SN
Use of old AVs


SN 5. SN is compromised
AVs are stolen

HE
HE 1. No failure
works correctly


HE 2. DB-failures
SQN is reset to an older value


HE 3. HE crash
critical failures: SQN is set to an arbitrary value


HE 4. HE is compromised
An attacker sets SQN to an arbitrarily chosen value; then AVs are generated and stolen and eventually SQN is set to a new less suspicious value. (But: not generated AVs are never compromised)

Transmission channel (between SN and USIM)
Ch 1. normal situation
In a sequence of transmissions, a certain maximal number of consecutive failures happen (loss or corruption of messages)


Ch 2. critical situation, probably due to attacks
A huge amount of consecutive messages are lost or corrupted


Ch 3. replay attacks
Old (=seen) messages are reinserted


Ch 4. complex attacks
Messages using new (unseen) AVs are inserted. Those AVs have been stolen.

Location Update
LU 1. normal situation
Cancel location implies all AVs deleted.

With a Location update request all old AVs are deleted, fresh AVs are requested from the AuC.

No race condition happens


LU 2. failure
After a Location update request old AVs are still present and will be used


LU 3. race condition
After a synchronisation failure is detected, the USIM changes SN (location update) and the new SN collects new AVs, before the HE is able to process the synchronisation failure of the old SN.

Most race conditions (the non-intended ordering of the processing of events due to concurrency and communication delays) are non-critical. Several of them are discussed and modelled as combinations of other sorts of failures. One type of race condition (described in LU 3 in the table above) turns out to be particularly interesting.

· Definition: The lifetime of the USIM is exceeded if the number of User Authentication Responses is larger than or equal to SQNmax/(.
4. Internal Conditions of the System

Definitions: (Properties of AVs)

· An AV (more precisely, a copy or occurrence of an AV) is called generated (by the home environment) if the home environment has run the code to generate this AVs. 

We assume, without loss of generality, that all generated AVs are immediately sent to a SN (through an Authentication Data Response). We also discuss the case where this assumption is not met. It is also assumed that AVs which have not been generated can not be stolen (the code for the generation of AVs is secure). The stealing of AVs generates a clone (not a “copy”) of an AV. 

· An AV copy is lost if it is either:

1. lost or corrupted by an error in SN (SN 2)

2. lost or corrupted in the communication Channel between the SN and the USIM, perhaps also due to an attack  (Ch. 1 or Ch. 2)

3. lost or intentionally discarded during a Location Update (typically LU 1, but also LU 2 and LU 3)

· Consider the collection of generated AV copies that have not been used. We call those AV copies unused. (Any generated AV copy is thus either unused, lost or has been used in a User Authentication Request).  (An unused AV copy may have been stolen; thus a clone of this AV copy exists).
· Any unused AV copy has a (dynamical) location: it is the SN where it was sent through an Authentication Data Response or through a Location Update Request/ Cancel Location. 

· An unused AV copy is usable if its location is the current SN where the user is registered.

· An AV clone is obsolete if SQNMS >= SQNAV 

· The sequence numbers SQNMS in the USIM and SQNHE in the home environment are called synchronous if: SQNMS <= SQNHE  < SQNMS + ( - 1

· An AV clone or an unused AV copy is called synchronous (with respect to SQNMS) if SQNMS < SQNAV  < SQNMS + (.

Definitions: (Conditions of the system) 

· The system is weakly-synchronous (at a certain moment of time) if the sequence numbers SQNMS and SQNHE are synchronous. 

· The system is strongly-synchronous (at a certain moment of time) if it is weakly-synchronous and all usable AV copies are also synchronous (w.r. to SQNMS).

· The system is in perfect conditions (at a certain moment of time) if it is strongly-synchronous and all AV clones are obsolet.

5. Scenarios

Definitions: (Scenarios)

“Normal Behaviour Scenario”: The system behaves normally (during a certain interval of time) if during that time

· For any (( - 1) AVs in sequence, at least 1 AV is not lost (In particular, Ch 1 holds, but also: not too many AVs get lost due to other causes).

· No disordering of AVs occur. (SN 1 or 2)
· The home  environment HE behaves correctly (HE 1)
· No failure in the Location Update may happen (LU 1 holds)
· No AVs are stolen
· No attacks happen
“Extremely critical Behaviour Scenario”: The system behaves extremely critically (during a certain interval of time) if during that time an arbitrary combination of assumptions or failure models (SN 1 -- LU 3) may occur. 
In the full paper other intermediate scenarios are presented and theorems for those scenarios are proven.

6. Theorems

Notice that the definition of Normal Behaviour does not exclude the possibility that some messages get lost. In particular if the system is not synchronous, this condition will remain unnoticed as long as the messages User Authentication Request and User Authentication Synchronisation Fail Indication get lost.

Definition: We say that a Synchronisation Failure is successful, if 

1. the corresponding messages User Authentication Request and User Authentication Synchronisation Fail Indication do not get lost or corrupted, and if 

2. this Fail Indication is processed by the HE before the USIM changes the SN location, i.e. no race condition LU 3 happens.

Theorems: Assuming some minimal conditions, the following is true:

· If the system behaves normally up to time T, then at time T the system is in perfect conditions and up to that time no synchronisation failure has happened.

· If the system behaves extremely critically up to time T0, and then behaves normally then after the first successful Synchronisation Fail Indication the system is strongly-synchronous. 

· If the system strongly-synchronous but not in perfect conditions, and from that point on it behaves normally, then after the stolen AVs have been used or become obsolete, at most one successful Synchronisation Fail Indication is needed to return to perfect conditions.

· If the system weakly-synchronous but not strongly-synchronous, and from that point on it behaves normally, then after the non-synchronous usable AVs have been used or lost, at most one successful Synchronisation Fail Indication is needed to return to a strongly-synchronous state.

In the full paper other situations relating scenarios and properties of the system are studied.  This type of relation is like in the theorem above: if some scenario holds, some conditions hold. If a condition is not met and from that time on a “good” scenario holds, after a small amount of interaction the condition will be met again. 
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