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1.	Introduction

The purpose of this document is to conduct a preliminary security analysis of the authentication and key agreement (AKA) protocol specified in Section 6.3 of [1].

The analysis presented in this document is based on work conducted as part of the ACTS USECA project.

2.	Description of the protocol

The following is the protocol description taken from Section 6.3 of [1].

2.1	General

The mechanism described here achieves mutual authentication by the user and the network showing knowledge of a secret key K which is shared between and available only to the USIM and the AuC in the user’s HE.  In addition the USIM and the HE keep track of counters SQNMS and SQNHE respectively to support network authentication.

The method was chosen in such a way as to achieve maximum compatibility with the current GSM security architecture and facilitate migration from GSM to UMTS.  The method is composed of a challenge/response protocol identical to the GSM subscriber authentication and key establishment protocol combined with a sequence number-based one-pass protocol for network authentication derived from the ISO standard ISO/IEC 9798-4 (section 5.1.1).

An overview of the mechanism is shown in � REF _Ref450012238 \h ��Figure 1�.

�

Figure � SEQ Figure \* ARABIC �1�: Authentication and key agreement

Upon receipt of a request from the SN/VLR, the HE/AuC sends an ordered array of n authentication vectors (the equivalent of a GSM “triplet”) to the SN/VLR.  Each authentication vector consists of the following components: a random number RAND, an expected response XRES, a cipher key CK, an integrity key IK and an authentication token AUTN.  Each authentication vector is good for one authentication and key agreement between the SN/VLR and the USIM. 

When the SN/VLR initiates an authentication and key agreement, it selects the next authentication vector from the array and sends the parameters RAND and AUTN to the user.  The USIM checks whether AUTN can be accepted and, if so, produces a response RES which is sent back to the SN/VLR.  The USIM also computes CK and IK.  The SN/VLR compares the received RES with XRES.  If they match the SN/VLR considers the authentication and key agreement exchange to be successfully completed.  The established keys CK and IK will then be transferred by the USIM and the SN/VLR to the entities which perform ciphering and integrity functions.

SN/VLRs can offer secure service even when HE/AuC links are unavailable by allowing them to use previously derived cipher and integrity keys for a user so that a secure connection can still be set up without the need for an authentication and key agreement.  Authentication is in that case based on a shared integrity key, by means of data integrity protection of signalling messages (see 6.4). 

Note:	It is ffs. whether a separate mechanism for authentication based on a shared integrity key is required, or whether entity authentication is implicitly provided by means of the data integrity protection of signalling messages.  If a separate mechanism is required, it is described in 6.5.

The authenticating parties shall be the AuC of the user’s HE (HE/AuC) and the USIM in the user’s mobile station.  The mechanism consists of the following procedures:

A procedure to distribute authentication information from the HE/AuC to the SN/VLR.  This procedure is described in 6.3.2.  The SN/VLR is assumed to be trusted by the user’s HE to handle authentication information securely.  It is also assumed that the intra�system links between the SN/VLR to the HE/AuC are adequately secure. Mechanisms to secure these links are described in clause 7.  It is further assumed that the user trusts the HE.

A procedure to mutually authenticate and establish new cipher and integrity keys between the SN/VLR and the MS.  This procedure is described in 6.3.3.

A procedure to distribute authentication data from a previously visited VLR to the newly visited VLR.  This procedure is described in 6.3.4. It is also assumed that the links between SN/VLRs are adequately secure.  Mechanisms to secure these links are described in clause 7.

2.2	Distribution of authentication data from HE to SN

The purpose of this procedure is to provide the SN/VLR with an array of fresh authentication vectors from the user’s HE to perform a number of user authentications.

�

Figure � SEQ Figure \* ARABIC �2�: Distribution of authentication data from HE to SN/VLR

The SN/VLR invokes the procedures by requesting authentication vectors to the HE/AuC.

The authentication data request shall include a user identity and a parameter MODE that indicates whether the requesting node is a PS node or a CS node.  If the user is known in the SN/VLR by means of the IMUI, the authentication data request shall include the IMUI.  However, if the user is identified by means of an encrypted permanent identity (see 6.2), the HLR-message from which the HE can derive the IMUI is included instead.  In that case, this procedure and the procedure user identity request to the HLR are integrated.

Upon the receipt of the authentication data request from the SN/VLR, the HE may have pre-computed the required number of authentication vectors and retrieve them from the HLR database or may compute them on demand.  The HE/AuC sends an authentication response back to the SN/VLR that contains an ordered array of n authentication vectors AV(1..n).

� REF _Ref448290773 \h ��Figure 3� shows the generation of an authentication vector AV by the HE/AuC.
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Figure � SEQ Figure \* ARABIC �3�: Generation of an authentication vector

The HE/AuC starts with generating a fresh sequence number SQN and an unpredictable challenge RAND.

For each user the HE/AuC keeps track of two counters:  SQNHE/CS for authentications initiated by the CS CN nodes, and SQNHE/PS for authentications initiated by the PS CN nodes.

To generate a fresh sequence number, the counter of the appropriate mode is incremented and subsequently the SQN is set to the new counter value.

Note 1:	The HE has some flexibility in the management of sequence numbers.  Annex C contains alternative methods for the generation and verification of sequence numbers. 

Note 2:	The solution in the main body uses the parameter MODE to distinguish between the CS and the PS core network nodes such that each node can simultaneously and independently support mobility management for the mobile user. Consequently two counters are required both in the AuC and in the USIM.  If a single counter would be used, we would run into the following problem.  Suppose that a CS node would order the SQNs 1–5, and use SQN 1 and a PS node would order the SQNs 6–10 and uses 6.  Then the CS node would like to use 2, but that SQN is rejected.  He orders new authentication vectors, with SQNs 11–15, and authenticates with SQN 11.  Then the PS node runs into problems.  The separate counters for CS and PS mode provide a solution for this problem.

Subsequently the following values are computed:

a message authentication code MAC = f1K(SQN || RAND || MODE) where f1 is a message authentication function;

an expected response XRES = f2K(RAND) where f2 is a (possibly truncated) message authentication function;

a cipher key CK = f3K(RAND) where f3 is a key generating function;

an integrity key IK = f4K(RAND) where f4 is a key generating function;

an anonymity key AK = f5K(RAND)  where f5 is a key generating function.

Finally the authentication token AUTN =  SQN ( AK || MODE || MAC is constructed.

Here, AK is an anonymity key used to conceal the sequence number as the latter may expose the identity and location of the user.  The concealment of the sequence number is to protect against passive attacks only.

Note 1:	The need for f5 to use a long-term key different from K is ffs.

Note 2:	The requirements on f3, f4 and f5 are ffs.

Note 3:	It is also ffs in how far the functions f1, ..., f5 need to differ and how they may be suitably combined.

2.3	Authentication and key agreement

The purpose of this procedure is to authenticate the user and establish a new pair of cipher and integrity keys between the SN/VLR and the MS.  During the authentication, the user verifies the freshness of the authentication vector that is used.
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Figure � SEQ Figure \* ARABIC �4�: Authentication and key establishment

The SN/VLR invokes the procedure by selecting the next unused authentication vector from the ordered array of authentication vectors in the VLR database.  The SN/VLR sends to the user the random challenge RAND and an authentication token for network authentication AUTN from the selected authentication vector.

Upon receipt the user proceeds as shown in � REF _Ref448212258 \h ��Figure 5�.

�

Figure � SEQ Figure \* ARABIC �5�: User authentication function in the USIM

Upon receipt of RAND and AUTN the user first computes the anonymity key AK = f5K (RAND) and retrieves the sequence number SQN = (SQN ( AK) ( AK.

Next the user computes XMAC = f1K (SQN || RAND || MODE) and compares this with MAC which is included in AUTN.  If they are different, the user sends user authentication reject back to the SN/VLR with an indication of the cause and the user abandons the procedure.

Next the user verifies the freshness of the received sequence number SQN.

For each mode the USIM keeps track of one counter: SQNMS/CS for authentications initiated by the CS CN nodes, and SQNMS/PS for authentications initiated by the PS CN nodes.

To verify the freshness of the sequence number SQN, the USIM compares SQN with SQNMS/MODE.  If SQN > SQNMS/MODE  the MS considers the sequence number as fresh and subsequently sets SQNMS/MODE  to SQN.

Note:	The HE has some flexibility in the management of sequence numbers.  Annex C contains alternative method for the generation and verification of sequence numbers.

If the user considers the sequence numbers not fresh, he sends user authentication reject back to the SN/VLR with an indication of the cause and the user abandons the procedure.

If the sequence number is consider fresh however, the user computes RES = f2K (RAND) and includes this parameter in a user authentication response back to the SN/VLR.  Finally the user computes the cipher key CK = f3K (RAND) and the integrity key IK = f4K (RAND).  Note that if this is more efficient, RES, CK and IK could also be computed earlier at any time after receiving RAND.

Upon receipt of user authentication response the SN/VLR compares RES with the expected response XRES from the selected authentication vector.  If XRES equals RES then the authentication of the user has passed.  The SN/VLR also selects the appropriate cipher key CK and integrity key IK from the selected authentication vector.

2.4	Distribution of authentication vectors between VLRs

The purpose of this procedure is to provide a newly visited VLR with unused authentication vectors from a previously visited VLR.  The procedure is shown in � REF _Ref448905564 \h ��Figure 6�.

The procedure is initiated by the visited VLR and illustrated in the following figure:
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Figure � SEQ Figure \* ARABIC �6�: Distribution of authentication data between SN/VLR

The procedure is invoked by the newly visited SN/VLRn after a location update request sent by the user.  Typically the user identifies himself using a temporary user identity TMUIo and the location area identity LAIo of a location area under the jurisdiction of SN/VLRo.  In that case this procedure is integrated with the procedure described in 6.1.4.  In addition, the SN/VLRn indicates whether it is a CS or PS node.

Upon receipt of the request the VLRo verifies whether it has any unused authentication vectors of the appropriate mode in its database and if so, sends the unused authentication vectors to VLRn.  The previously visited VLRo shall then delete these authentication vectors from its database.

Upon receipt the VLRn stores the received authentication vectors.

If VLRo indicates that it has no authentication vectors or the VLRo cannot be contacted, VLRn should request new authentication vectors from the user’s HE using the procedure described in 6.3.2.

2.5	Re-synchronisation procedure

The purpose of this procedure is to re-synchronise a counter in the HLR/AuC with a counter in the USIM.  The procedure may be invoked by the HLR/AuC in the event of:

a database failure in the HLR/AuC whereby the value of the counter SQNHE/MODE is lost;

a message coming from the SN/VLR saying that the user could verify the data integrity of AUTN sent by the SN/VLR, but that he rejected AUTN because SQN ( SQNMS/MODE.  In normal operations this should not happen.  This may point to a replay of AUTN || RAND, but may also be caused because the counter value in the HLR/AuC is accidentally set to a lower value than is required.

The re-synchronisation procedure is described in � REF _Ref448216679 \h ��Figure 7�:
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Figure � SEQ Figure \* ARABIC �7�: Re-synchronisation of the counter in the HLR/AuC

The HLR/AuC initiates the re-synchronisation procedure by sending a re-synchronisation request to the user that includes the appropriate mode.

Upon receipt of the request the USIM sends a re-synchronisation response back to the HLR/AuC that includes a RAND and AUTN pair with SQN = SQNMS/MODE.  The USIM has several ways to produce RAND || AUTN.  Either it stores and returns the latest received RAND || AUTN pair, or it only stores the received RAND and re-computes AUTN, or it generates a RAND and computes the corresponding AUTN.  AUTN is computed as described in 6.3.2.

Upon the receipt of the re-synchronisation response the HLR/AuC verifies the data integrity of AUTN as described in 6.3.3.  Only if the received SQN is greater than SQNHE/MODE, then SQNHE/MODE is set to SQN.

2.6	Length of sequence numbers

Sequence numbers shall be sufficiently long so that they cannot wrap around during the lifetime of the system.  Consequently, in normal operations neither SQNMS nor SQNHE can wrap around during the lifetime of a USIM.

Note 1:	If the counters would derive sequence numbers from time (see Annex C), then a 32-bit counter that is derived from the number of seconds that have elapsed since January 1, 2000 would only wrap around in the year 2136.  So a length of 32-bits for the sequence numbers and counters should be sufficient.  For individual incremental counters, a smaller range of sequence numbers should be sufficient, as authentication and key agreement is expected to occur far less frequently than once every second.  Shorter lengths would however exclude the use of time-derived sequence numbers.

Note 2:	Sequence numbers for CS and PS operation are expected to have the same length.

2.7	Interoperability with 2G networks

Note:	This section should define the procedures and functions that are required to support roaming of UMTS users in GSM networks and handover of UMTS users between UMTS networks and GSM networks as regards the establishment of cipher and integrity keys.

In case of handover the user should receive the level of security that is usually provided in the network that is entered.  Therefore the following functionality has to be provided in case of handover:

system specific security keys have to be established.

3.	Conformance to ISO/IEC 9798-4 (part 1)

3.1	Introduction

It is claimed in Section 6.3 of [1] that the sequence number based technique for network authentication is ‘derived from the ISO standard ISO/IEC 9798-4 (section 5.1.1)’.  It is not clear whether or not this is a claim of strict conformance – the purpose of this section is to consider whether strict conformance is achieved.

3.2	The protocol in ISO/IEC 9798-4

The following text is taken from clause 5.1.1 of ISO/IEC FDIS 9798-4 (2nd edition).

In this authentication mechanism the claimant A initiates the process and is authenticated by the verifier B.  Uniqueness/timeliness is controlled by generating and checking a time stamp or a sequence number (see annex B of ISO/IEC 9798-1).

The authentication mechanism is illustrated in � REF _Ref450015392 \h � \* MERGEFORMAT �Figure 8�.
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The form of the token (TokenAB), sent by the claimant A to the verifier B is:

�EMBED Equation.3���

where the claimant A uses either a sequence number NA or a time stamp TA as the time variant parameter.  The choice depends on the technical capabilities of the claimant and the verifier as well as on the environment.  As defined in ISO/IEC 9798-1, fK(X) denotes the cryptographic check value computed by applying the cryptographic check function f to the data X using the key K.

The inclusion of the distinguishing identifier B in TokenAB is optional.

NOTE  	Distinguishing identifier B is included in TokenAB to prevent the re-use of TokenAB on entity A by an adversary masquerading as entity B.  Its inclusion is made optional so that, in environments where such attacks cannot occur, it may be omitted.

The distinguishing identifier B may also be omitted if a unidirectional key is used.

A generates and sends TokenAB to B.

On receipt of the message containing TokenAB, B verifies TokenAB by checking the time stamp or the sequence number, calculating

�EMBED Equation.3���

and comparing it with the cryptographic check value of the token, thereby verifying the correctness of the distinguishing identifier B, if present, as well as the time stamp or the sequence number.

3.3	Format of message

The correspondence between the AKA scheme in [1] and the above standardised message is in the transfer of part of an authentication vector (AV) from the HE/HLR to the MS (via the SN/VLR).  The format of an AV is as given in � REF _Ref448290773 \h ��Figure 3�, i.e.:

AV := RAND || XRES || CK || IK || AUTN

where

AUTN := SQN ( AK || MODE || MAC

and where

MAC = f1K(SQN || RAND || MODE)

As indicated in � REF _Ref450017059 \h ��Figure 4�, only the RAND and AUTN fields from the AV are actually transferred to the USIM, and hence the relevant part of the protocol can be described as:

HE/HLR ( MS/USIM:  RAND || SQN ( AK || MODE || f1K(SQN || RAND || MODE)

as compared with

A ( B:  �EMBED Equation.3���

in ISO/IEC 9798-4 (where the inclusion of B within the scope of f is optional).  The value ‘SQN’ corresponds to NA, and the shared secret key ‘K’ corresponds to KAB.  If ‘RAND||MODE’ is regarded as corresponding to Text1, then two problems remain in being able to claim strict conformance.

Firstly, the ordering of the fields is slightly wrong (since, within ISO/IEC 9798, the notation ‘X||Y’ means the concatenation of the data items X and Y in the order specified).  If RAND is placed after ‘SQN ( AK’ then ‘RAND||MODE’ can be regarded as corresponding to Text2.

Secondly, SQN is exored with AK (a function of K and RAND)  in the protocol in [1], whereas NA is in cleartext in ISO/IEC 9798-4.  It is not clear how the protocol can be made conformant to ISO/IEC 9798-4 in this respect, although one might claim that the protocol in [1] is ‘essentially the same’ as the one in ISO/IEC 9798-4. Furthermore, conformance can be claimed if concealment of SQN is not needed (which is the case for global counters).

3.4	Use of sequence numbers

As defined in ISO/IEC 9798-1: 1997, a sequence number is ‘taken from a specified sequence which is non-repeating within a certain time period’.  In the informative annex to this standard it goes on to state the following.

A claimant and verifier agree beforehand on a policy for numbering messages in a particular manner, the general idea being that a message with a particular number will be accepted only once (or only once within a specified time period).  Messages received by a verifier are then checked to see that the number sent along with the message is acceptable according to the agreed policy.  A message is rejected if the accompanying sequence number is not in accordance with the agreed policy.

Use of sequence numbers may require additional “book-keeping”.  A claimant should maintain records of sequence numbers which have been used previously and/or sequence numbers that remain valid for future use.  The claimant should keep such records for all potential verifiers with whom the claimant may wish to communicate. Similarly, the verifier should maintain such records corresponding to all potential claimants.  Special procedures may also be required to reset and/or restart sequence number counters when situations (such as system failures) arise which disrupt normal sequencing.

Use of sequence numbers by a claimant does not guarantee that a verifier will be able to detect forced delays. For mechanisms involving two or more messages, forced delays can be detected if the sender of a message measures the time interval between transmission of a message and receipt of an expected reply, and rejects it if the delay is more than a prespecified time slot.

It would appear that all the methods for generating and checking sequence numbers, as specified in Annex C of [1], conform to this general definition.

3.5	Conclusions

If a slight re-ordering of data fields is performed, then the protocol in Section 6.3 of [1] does appear to conform to ISO/IEC 9798-4 clause 5.1.1, with the exception of the fact that the sequence number is sent in masked form.  This use of encryption prevents strict conformance. Note however that if global counters are used then SQN need not be encrypted and conformance can be claimed.

4.	Conformance to ISO/IEC 9798-4 (part 2)

4.1	Introduction

Although no claim is made in Section 6.3 of [1], it would appear that the challenge-response based technique for authentication of the mobile to the SN/VLR is similar to that specified in clause 5.1.2 of ISO/IEC 9798-4.  The purpose of this section is to consider whether strict conformance is achieved.

4.2	The protocol in ISO/IEC 9798-4

The following text is taken from clause 5.1.2 of ISO/IEC FDIS 9798-4 (2nd edition).

In this authentication mechanism the claimant A is authenticated by the verifier B who initiates the process.  Uniqueness/timeliness is controlled by generating and checking a random number RB (see annex B of ISO/IEC 9798-1).

The authentication mechanism is illustrated in � REF _Ref450025442 \h � \* MERGEFORMAT �Figure 9�.
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The form of the token (TokenAB), sent by the claimant A to the verifier B is:

�EMBED Equation.3���.

The inclusion of the distinguishing identifier B in TokenAB is optional.

NOTE  	Distinguishing identifier B is included in TokenAB to prevent a so-called reflection attack.  Such an attack is characterised by the fact that an intruder ‘reflects’ the challenge RB to B pretending to be A.  The inclusion of the distinguishing identifier B is made optional so that, in environments where such attacks cannot occur, it may be omitted.

The distinguishing identifier B may also be omitted if a unidirectional key is used.

B generates a random number RB and sends it and, optionally, a text field Text1 to A.

A generates and sends TokenAB to B.

On receipt of the message containing TokenAB, B verifies TokenAB by calculating

�EMBED Equation.3���

and comparing it with the cryptographic check value of the token, thereby verifying the correctness of the distinguishing identifier B, if present, and that the random number RB, sent to A in step (1), was used in constructing TokenAB.

4.3	Format of messages

The relevant part of the protocol can be described as:

HE/HLR ( MS/USIM:  RAND

MS/USIM ( HE/HLR:  f2K(RAND)

as compared with

B ( A:  RB || Text1

A ( B:  �EMBED Equation.3���

in ISO/IEC 9798-4 (where the inclusion of B within the scope of f is optional).  The value ‘RAND’ corresponds to RB, and the shared secret key ‘K’ corresponds to KAB.  With these correspondences established, then it should be clear that the protocol is in strict conformance with ISO/IEC 9798-4.

4.4	Conclusions

The protocol in Section 6.3 of [1] appears to conform to ISO/IEC 9798-4 clause 5.1.2.

5.	Possible vulnerabilities of the proposed AKA scheme

In the previous two sections we have seen that the authentication process is to a large extent conformant with the relevant international standard (ISO/IEC 9798-4).  This provides additional confidence that the approach is fundamentally sound, as no defects are known in ISO/IEC 9798-4 (the first edition of which was published in 1995).

However, some concerns remain regarding the overall security of the scheme, including in those parts not covered by the standard, and in particular with respect to the following aspects of its operation.

The scheme relies on a set of five cryptographic functions, f1–f5, although the requirements for these functions are not stated.

The resynchronisation procedure provided to deal with possible loss of synchronisation between the USIM and the HLR/AuC is a potential source of vulnerabilities.

The GSM scheme, on which this scheme is based, is vulnerable if authentication triples are compromised.  The possibility of attacks on parts of the infrastructure needs to be considered.

The scheme differs from ISO/IEC 9798-4 in one small way, and this change needs to be scrutinised.

The RAND value is used for a variety of functions, and the effects of this need to be considered.

5.1	Requirements for cryptographic functions

The scheme uses a total of five functions, f1–f5, as specified in Section 6.3.2 of [1] (see Section � REF _Ref450024311 \r \h ��2.2	Distribution of authentication data from HE to SN� above).  The requirements for these functions are not specified in [1] (they would probably be specified in a different document, namely the “Cryptographic algorithms requirements spec”). We briefly consider these requirements, since if the functions are not chosen correctly then serious vulnerabilities may arise.

Function f1 is a MAC function.  The requirements for a MAC function are spelled out in ISO/IEC 9797-1 (awaiting publication).  Briefly they are as follows.

For any key and any input string the function can be computed efficiently.

For any fixed key, and given no prior knowledge of the key, it is computationally infeasible to compute the function value on any new input string, even given knowledge of the set of input strings and corresponding function values, where the value of the ith input string may have been chosen after observing the value of the first i-1 function values.

Note that the second property means that it shall be computationally infeasible to derive knowledge of the secret key, even if a chosen plaintext attack is performed.

Function f2 is again a MAC function, with identical requirements to f1.  Providing that the structure of the messages to be MAC-ed are sufficiently different, it may be possible to set f1=f2.

Functions f3, f4 and f5 are all used to generate keys – in each case by combining RAND with the secret key K.  Thus they should either all be different, or if they are implemented using the same basic function, additional input should be given to each function to ensure that the three keys generated using the same RAND are different to one another.

One property which all these functions must have is as follows:

Given knowledge of a series of values of RAND and the corresponding output key value, it shall be computationally infeasible to discover the output key value for any other input value of RAND.

In particular the above property implies that it shall be infeasible to deduce the key K, even given a series of matching inputs and outputs.

This condition is weaker than the condition on a MAC function, so, if the above property was sufficient to characterise the requirements on f3, f4 and f5, one could infer that a MAC function could be used for f3, f4 and f5. 

A particular concern for f5 is that it may be quite straightforward to obtain large numbers of (RAND,AK) pairs, making attacks easy to launch. Therefore, f5 may have to be different from the other functions.

5.2	Attacks using the resynchronisation procedure

In 6.3.5 of [1], a resynchronisation procedure is described (for the text see Section � REF _Ref450023524 \r \h ��2.5	Re-synchronisation procedure� above).  This procedure is designed to allow the HLR/AuC to resynchronise to a counter value held in the USIM, in the event of synchronisation failures, including a database failure at the HLR/AuC.  Of course, if sequence numbers are based on a global timestamp then this procedure is not required, although it is not clear how receipt of such a message by the HLR/AuC would be handled if sequence numbers were generated using a timestamp.

The procedure involves the HLR/AuC sending a Re-synchronisation request to the USIM (specifying the ‘MODE’ – i.e. identifying which counter is to be resynchronised).  The USIM responds with a Re-synchronisation response consisting of a RAND||AUTN pair (as would normally be sent by the SN/VLR to the USIM)�.  Such a procedure will be necessary if sequence numbers are generated using counters held by the HLR/AuC (and by the USIMs).  In such a case there are a number of aspects of this process which warrant examination.

Denial of service attacks using ‘old’ RAND||AUTN pairs.  If a malicious interceptor observes a Re-synchronisation request being sent to an MS/USIM, then it could send a false response consisting of an ‘old’ (previously valid) RAND||AUTN pair.  The HLR/AuC may accept this ‘old’ pair, and would then resynchronise to an ‘old’ value of the sequence number, and would remain incapable of providing AVs acceptable to the MS/USIM.

Of course, if the signalling channel is encrypted then sending this false response may be impossible (at least without access to the SN’s infrastructure).  However, because of the previous bullet point, presumably normal security precautions are relaxed in the event of an HLR/AuC failure, which would probably mean that such an attack would be possible.

Generation of Re-synchronisation responses.  Section 6.3.5 of [1] suggests there are three ways for the MS/USIM to obtain a RAND||AUTN pair, as required to send a Re-synchronisation response.  These are as follows:

it may store (and return) the last valid pair it received,

it may store the last received RAND, and recompute the value of AUTN that goes with this RAND (using its stored sequence number counter), or

it may generate its own RAND value, and compute and return the value of AUTN that goes with this RAND (using its stored sequence number counter).

From a security perspective the first two options appear equivalent, and are the preferred option (since the MS/USIM will only send data that has already been sent across the air interface).  The third option is slightly more dangerous, since it will involve the USIM generating and sending MACs on demand.  Of course, if the MAC function f1 is sufficiently strong then this should not endanger the key K, although it would appear to be an unnecessary vulnerability.

5.3	Attacks using compromised authentication data

If an attacker can access the SN/VLR infrastructure, then it may be possible to obtain a number of valid and as yet unused AVs.  It will be possible for an interceptor to use the responses within these AVs to masquerade as the MS/USIM.  It will also be possible to use them to masquerade as the SN/VLR to the MS/USIM.

However, unlike the case for GSM, and because of the presence of the SQN, any AV can only be used once by an SN/VLR.  More precisely, the presence of the SQN enables the MS/USIM to verify the ‘freshness’ of the AV.  Thus the effects of this type of attack are greatly reduced by comparison with GSM. As soon as a successful authentication has taken place using an AV generated after the compromised AV, the compromised AV can no longer be used for an attack.

5.4	Protocol attacks

As discussed above, the two protocols in ISO/IEC 9798-4 to which the scheme (almost) conforms are believed to be secure.  However, it is necessary to consider whether the slight change to the standard protocols, namely the encryption of SQN using AK, affects the security in any way.

There is no obvious way in which the encryption of SQN affects the security, since the cleartext value is included within the scope of the MAC function f1.  However, in some cases the value of SQN may be guessable, and hence AK will be compromised.  This means that f5 (used to generate AK) must be designed with particular care not to compromise K (see also Section � REF _Ref450037614 \r \h ��5.1	Requirements for cryptographic functions� above).

5.5	Attacks using the value of RAND

If the HLR/AuC ever uses the same value of RAND twice with the same MS/USIM, then the following repercussions arise.

The response XRES will be the same on both occasions, since it is a function only of the long term shared secret key and RAND.

The three keys CK, IK and AK will all be the same on both occasions, since they are also a function only of the long term shared secret key and RAND.

As a result, given that the RAND values are chosen at random, it would be prudent to make sure they contain a sufficiently large number of bits to ensure that the probability of such a repetition occurring is very small.

The length of the RAND value is expected to be at least that of the RAND value in GSM which is 128 bits. If the values are chosen uniformly and randomly from the domain the probability of repetition seems to be sufficiently small.

One way of reducing the impact of an accidental re-use of a RAND value would be to include the value of SQN within the calculation of RES, CK, IK and AK.  This would give a small increase in the robustness of the scheme at a small computational cost (the message lengths would remain exactly as at present).

5.6	USIM lock out attacks

If a USIM’s stored sequence number value exceeds the corresponding value stored by the AuC then this USIM is ‘locked out’ and can no longer function.  If the USIM’s stored number actually reaches the maximum possible value then it is locked out permanently, and cannot be re-activated even if the AuC resynchronises its stored value.  Thus if an attacker had a means of setting the USIM’s stored sequence number to its maximum value (or a much larger value than the current value) then this would be a very effective denial of service attack.

An active attacker could send ‘bogus’ authentication tokens AUTN to a mobile to try and perform such an attack.  In the ‘standard’ version of the authentication scheme, when sent to the USIM the sequence number is exclusive-ored with AK, and hence the attacker could only choose a random value for SQN ( AK; however this might be effective enough, as the resulting (effectively random) value of SQN will probably be large.  However, the token will normally be rejected by the recipient because the MAC in the token, which is computed as a function of SQN, must be correct.  However, if the MAC was sufficiently short, e.g. 16 bits, then the attacker could repeatedly send such authentication tokens, and eventually one would be accepted (one in every 65536 tries would be successful for a 16-bit MAC).

Thus it is essential that the length of the MAC be such that the probability of such a denial of service attack succeeding is negligibly small.  Also the checking process in the USIM must be designed so that the USIM does not update its sequence number counter until it has verified the MAC in the RAND||AUTN pair. 

6.	On the use of sequence numbers for freshness checking

6.1	On the use of authentication vectors

As implied by the text in 6.3.3 of [1], it is vital for the SN/VLR to use the AVs in the correct order.  This should perhaps be made clearer in the text of [1].

6.2	On resynchronisation

As we have seen in Section � REF _Ref450031146 \r \h ��5.2	Attacks using the resynchronisation procedure�, the resynchronisation process is a source of potential vulnerabilities. In particular it opens up opportunities for certain denial of service attacks. It may therefore be appropriate to avoid the resynchronisation process altogether and the use of sequence numbers based on a global clock value would appear especially attractive in this regard.

6.3	Use of multiple sequence numbers

The current scheme proposed in Section 6.3 of [1] makes use of two parallel sequence numbers for each USIM.  The numbers are distinguished through use of the MODE field.  The inclusion of the MODE value within the scope of the MAC in AUTN appears to prevent any obvious attacks.

6.4	Risk of ‘lockout’ of USIMs

As briefly discussed in Section � REF _Ref450558061 \r \h ��5.6	USIM lock out attacks�, in general the use of sequence numbers carries the risk of permanent ‘lock out’ of mobiles if the mobile’s sequence number is set to too high a value.  As considered in Section � REF _Ref450558061 \r \h ��5.6	USIM lock out attacks�, to prevent attacks by malicious third parties, it is necessary to ensure that the MAC is sufficiently long to prevent any risk of acceptance of a false AUTN.  Also the checking process in the USIM must be designed so that the USIM does not update its sequence number counter until it has verified the MAC in the RAND||AUTN pair.

More generally, care must be taken to ensure that in no circumstances can the HLR/AuC accidentally issue a genuine AUTN containing a very high sequence number.  Such an event might occur in the following ways.

A software fault or an operational error might cause the counter value(s) in the HLR to be (temporarily) set to too high a value.  The system must be designed in such a way that such an event can never occur – this could include ensuring that the default value for the counter is always 0.

A malicious user (e.g. a disgruntled employee) with temporary access to the HLR/AuC might deliberately set the counter(s) to a high value.  The HLR/AuC system, and its environment, must be made sufficiently secure to prevent such attacks.

It might also be possible for the counter value to be corrupted during authentication vector generation – an error during the generation of a single authentication vector might be sufficient to lock out that particular USIM.  The system should be designed to incorporate checks to minimise the probability of such an event.

7.	Conclusions

The following preliminary conclusions may be drawn regarding the security of the AKA scheme in Section 6.3 of [1].

As discussed in Sections � REF _Ref450049100 \r \h ��3.	Conformance to ISO/IEC 9798-4 (part 1)� and � REF _Ref450049108 \r \h ��4.	Conformance to ISO/IEC 9798-4 (part 2)�, the scheme essentially conforms to clauses 5.1.1 and 5.1.2 of ISO/IEC 9798-4, and this gives added confidence in its security.

The requirements for functions f1–f5 need to be made explicit (perhaps as part of the “Cryptographic algorithms requirements spec”) – some first thoughts in this direction are given in Section � REF _Ref450037614 \r \h ��5.1	Requirements for cryptographic functions�. The resynchronisation process appears to be a potentially dangerous one, and should be disabled if at all possible (see Section � REF _Ref450031146 \r \h ��5.2	Attacks using the resynchronisation procedure�). 

The inclusion of SQN, and possibly also the MODE value, within the calculation of RES, CK, IK and AK should be considered (see Section � REF _Ref450049213 \r \h ��5.5	Attacks using the value of RAND�).

The MAC in an authentication token AUTN must be sufficiently long to prevent denial of service attacks based on setting the sequence number counter in the USIM to a random (high) value (see Section � REF _Ref450558061 \r \h ��5.6	USIM lock out attacks�).

The ability to set SQN counters within the HLR/AuC database, and the construction of authentication tokens by the AuC, must be very carefully managed and protected (see Section � REF _Ref450049249 \r \h ��6.4	Risk of ‘lockout’ of USIMs�).
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� Presumably the USIM will also send its identifier with the RAND||AUTN pair, so that the HLR/AuC knows which key to use to verify the response, and also which sequence number counter to reset.






