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1. Introduction 

Proposed KMS-based solutions to IMS media plane security rely on Key Management Servers (KMS) in the network that create, distribute, and manage keys. Due to this broad functionality:

· Key management servers will have to be always online, high availability, servers and have to be networked across operator boundaries. In some applications, this architecture creates a huge burden on operators to install, and manage these boxes. 

· Moreover, since the keys are created and distributed by the KMS these servers are de-facto escrow points leading to increased vulnerability and huge discomfort on the part of end-users. The latter scenario is particularly applicable to Enterprise environments, where the operator offers managed services to the enterprise, but the enterprise requires end-to-end security without the operator knowing what keys were used. 

In this contribution a framework is proposed that re-uses the proposed architecture including a KMS, but notably these KMS servers do not need to be always on-line. In other words in the proposed framework, KMS’s are offline servers that communicate with end-user clients periodically (e.g., once a month). This framework, in addition to eliminating passive escrow, allows for end-user clients to mutually authenticate each other (at the IMS media plane layer) and provides perfect forwards and backwards secrecy. 

This contribution also discusses how various IMS media plane features are securely supported – this includes secure forking, retargeting, deferred delivery, pre-encoded content, media clipping, and anonymity. Extensions of the solution allow for secure conferencing applications, where an IMS conference application server authenticates users into a call but all participants of the call decide on a group key (with contributions from everybody) while the conference server itself does not learn the group key. Moreover, the group key can be modified to account for new participants and participants who exit a call. 
2. Proposal 

It is proposed that the text below is included in TR 33.828.
**********************START OF 1. CHANGE***************************
7.6
MIKEY-IBAKE Solution

 7.6.1
Introduction
This clause describes a framework solution for IMS media security key management in which additional focus is placed on preserving forward and backwards secrecy, as well as removing a necessity for the active, real-time, high availability key escrow server. In this solution an identity-based encryption concept similar to RFC 5091, RFC 5408 and RFC 5409, is used to generate the session keys, while MIKEY [19] is used for key delivery. Therefore, the framework described is based on protocols already standardized in IETF. 

As described in clause 7.1, the TBS solution relies on Key Management Servers (KMS) in the network that create, distribute, and manage keys. 

Traditionally, the KMS will have to be online with guaranteed high availability, and have to be networked across operator boundaries. In deployments which can not guarantee such real time high availability KMS, solution specified in this section is preferred. 

Moreover, since the keys are created and distributed by the KMS, these servers are de-facto escrow points leading to increased vulnerability and discomfort on the part of end-users. The latter scenario is particularly applicable to Enterprise environments, where the operator offers managed services to the enterprise, but the enterprise requires end-to-end security without the operator knowing what keys were used. 

A solution described in this section allows the KMS’s to be an offline servers that communicate with end-user clients periodically (e.g., once a month) to create a secure identity based encryption framework, while the on-line transactions between the end-user clients (for media plane security) are based on an Identity Based Authenticated Key Exchange framework which allows the participating clients to exchange ‘key components’ in an ‘asymmetric identity based encryption’ framework. Observe that the KMS to client exchange is used sparingly (e.g., once a month) – hence the KMS is no longer required to be a high availability server, and in particular different KMS’s don’t have to communicate with each other (across operator boundaries).

In addition, this framework provides for perfect forwards and backwards secrecy. 

Given asymmetric identity based encryption framework is used, the need for Public Key Infrastructure (PKI) and all the operational complexities of certificate management and revocation are eliminated. 

Additionally, various IMS media plane features are securely supported – this includes secure forking, retargeting, deferred delivery, pre-encoded content, media clipping, and anonymity. 

Extensions of the solution allow for secure conferencing applications, where an IMS conference application server authenticates users into a call but all participants of the call decide on a group key (with contributions from everybody) while the conference server itself does not learn the key (as outlined in requirement 19 above). Moreover, the group key can be modified to account for new participants and participants who exit a call. 

7.6.2
Solution Description 

A precondition for a key management scheme as discussed in clause 7.1 is that the users can establish secure connections with the key management server and that mutual authentication is provided. As stated in clause 7.1 it is natural to base the establishment of such trusted and protected connection between the user and the KMS on GBA. Note that if GBA is unavailable, other types of credentials like IKEv2 can be used for establishing this mutual authentication between the user and the KMS. During this transaction, the UE presents its subscription credentials following which the KMS generates a set of private keys (used in IBAKE). As an example, if this transaction is performed once a month, the KMS may choose to generate one key for each day. The number of keys, and the frequency of this exchange is a matter of policy and it may be tied to the subscription. This flexibility is especially useful for prepay customers.

In Figure 1, a conceptual architecture for the discussed key management system is depicted.

. 
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Figure 1: Architecture for key management system

Note that rather than a single KMS, two different KMSs may be involved, one for user A, KMS_A, and one for user B, KMS_B. However, KMS_A and KMS_B do not have to communicate with each other. This scenario is especially applicable in inter-operator scenarios.
Below, a short summary of exchanges involved in MIKEY-IBAKE is provided. 
Suppose A, B are the two users that are attempting to authenticate and agree on a key. At the same time, A and B represent their corresponding identities, which by definition also represent their public keys. Let H1(A)=QA and H1(B)=QB be the respective points on the Elliptic curve corresponding to the public keys. In effect one could refer to QA and QB as the public keys as well, since there is a one-to-one correspondence between the identities and the points on the curve obtained by applying H1. Let x be a random number chosen by A, and let y be a random number chosen by B. Encryption below refers to identity based encryption described in Annex B.

The protocol exchanges consist of the following steps:

1. IMS UE belonging to user A bootstraps with the BSF to be able to establish a secure connection with the KMS which acts as a NAF. This allows the BSF to authenticate the user and the user to indirectly authenticate the KMS.

If GBA cannot be used, the IMS UE connects and authenticates to the KMS and establishes a shared key, based on a pre-established security association. The exact procedures for this pre-establishment are not described here.
2. The IMS UE engages in a MIKEY exchange with the KMS and requests a secret key (or multiple secret keys, e.g., one for each day). This exchange uses a new mode of MIKEY, MIKEY-IBAKE to allow the KMS to generate the A’s secret key(s). 

3. The KMS generates the media secret key(s) for IMS UE of user A and sends it to the user A.

4. The IMS UE of user A computes xP (i.e., P added to itself x times as a point on E, using the addition law on E) encrypts it using B’s public key, and transmits it to IMS UE of user B. 

5. The IMS core detects the INVITE and handles it in such a way that a network function, if authorized, can get access to the session key. This step in particular is applicable only to support the active escrow feature needed to satisfy any Lawful Intercept requirement.
6. The IMS UE of user B receives the INVITE including encrypted xP. IMS UE of user B decrypts the message and obtains xP. Subsequently B computes yP, and encrypts the pair {xP, yP} using the public key of 
IMS UE of user A and then transmits it in a response message to A. 

7. Upon receipt of this message, IMS UE of user A decrypts the message and obtains yP. Subsequently IMS UE of user A encrypts yP using B’s public key and sends it back in response conformation message to B. Following this, both A and B compute xyP as the session key.

8. At this point the IMS UE of user B accepts the invitation and use of media security

Observe that A chose x randomly, and received yP in the second step of the protocol exchange. This allows A to compute xyP by adding yP to itself x times. Conversely B chose y randomly, and received xP in the first step of the protocol exchange. This allows B to compute xyP by adding xP to itself y times. 

7.6.2.1 Discussion 

Mutual authentication 
Observe that the contents of the payload in steps 4 and 7 are encrypted using B’s public key. Hence B, and only B, can decrypt these messages. Similarly, the contents of the message in step 6 can be decrypted by A and only A. Also note that, steps 6 and 7 allow B and A to authenticate with each other (by proving that the message was decrypted correctly). This novel feature, allows for A and B to mutually authenticate each other without the aid of any on-line server or certificate authority.

Identity Management 

As described above, to encrypt a message a sender uses recipient’s public key, generated using the identity (or one of the identities) of the recipient. The identity of the recipient may be in format that specifies a specific user, a group of users or any user. The naming of users and user groups may follow normal IMS conventions and may be extended with use of wildcards. 
For a user group it would be natural to have a policy allowing all recipients in the group to use the secret key corresponding to the identity of that particular user group. For example, for enterprise users it may be natural to have as a default that secret keys corresponding to identity of enterprise are distributed to all enterprise users.  Note that due to the properties of identity based encryption, although all the users belonging to a group possibly posses the secret key of that group, nevertheless cannot obtain the session key established between a sender and some other user belonging to that same group. This is further explained in clause 7.6.2.2.

To ensure that polices are enforced it is also necessary that a public user identity can be securely bound to an IMS UE. In other words, it is important to the identity used by the user to authenticate against the KMS to a (set of) public identity. How it is done using GBA is described in clause 7.1. 

Lawful intercept 
To be able to provide a clear copy of intercepted communication, the following conditions have to be fulfilled: 

1. 
It must be possible to intercept the traffic (both signalling and media). 

2. 
The session keys used for actual traffic protection have to be available. To make the session keys available KMS functions/services are required.

As stated before, the actual session keys used for traffic protection are generated between the sender and the recipient, thus not known by the KMS. Therefore, for KMS to obtain a session key between users A and B it needs to establish a session key between itself and user A and itself and user B. 

With signalling traffic routed via the home network, intercept of the signalling traffic in the home network can be done at SIP server(s). This signalling traffic then needs to be routed towards the appropriate KMS in order for this KMS to establish the needed session keys with the corresponding users. In roaming situations, as the SIP signalling traffic normally is confidentiality protected between the IMS UE and the P-CSCF and considering that in current deployments the P-CSCF is located in the home network, the SIP signalling is only available in encrypted format at bearer level in the visited network.

For roaming scenarios, while encrypted SIP signalling and content will always be available, in order to intercept SIP signalling and decrypt the content of communication there has to be an interoperation agreement between the visited network and the entity handling KMS. Typically, the KMS will reside in the home network so that, for LI performed by the visited network, cooperation with the home network is needed. 

In line with LI standards, when the VPLMN is not involved in the encryption, only encrypted content would be available for LI in the VPLMN
Users in different KMS domains

Users in different KMS domains will have their secret keys generated by different KMSs. As a result, a different set of public parameters (e.g., cryptographic material) can be used to generate public and secret keys for users in different KMS domains. To ensure proper encryption/decryption, a sender and recipient need to know exact public parameters used by each side. Nevertheless, if a user in one KMS domain needs to establish a secure call to a user in another KMS domain the involved KMSs do not need to cooperate. 

End-to-middle scenarios 
In end-to-middle scenarios media protection is between an IMS UE and a network entity. In a scenario when the call is initiated from an IMS UE, the set up of the call would follow the same principles as for an end-to-end protected call. The initiating IMS UE uses the identity of the network entity (e.g. MGWC) to encrypt xP as described above and sends it together with the INVITE. The MGWC intercepts the message, and generates yP in the same way as a receiving IMS UE would have done. The MGWC then sets up the MGW to have media security towards the IMS UE. The media traffic is forwarded in plain in the PSTN.

For incoming calls to IMS UEs, the MGWC checks that at least one terminal registered for the intended recipient has registered media security capabilities and preferences. If there is no media protection capable terminal the call is forwarded in plain. Otherwise the MGWC chooses y and generates yP. The MGWC then inserts the encrypted yP (using the IMS UEs identity)  in the INVITE and initiates use of media security in the MGW on the media traffic between the MGW and the IMS terminal.
Perfect secrecy 

Observe that x and y are random. Hence the session key xyP is fresh and bears no relation to past or future transactions.

Elimination of Passive Escrow

Observe that, while the KMS (or a pair of KMS’s) can decrypt the messages in the exchange, it is hard to determine xyP given xP and yP. The hardness assumption relies on the Diffie-Hellman problem over Elliptic curves. Also note that, the curves used for IBE are KMS specific, and moreover need not be the same as the curve used to generate the session key. This flexibility offers a wide number of choices, and also eliminates any coordination needed between KMS’s.

7.6.2.2
Key Forking 

In this section, forking is discussed for the case of MIKEY-IBAKE. Forking is the delivery of a request (e.g., INVITE message) to multiple locations. This happens when a single IMS user is registered more than once.  An example of forking is when a user has a desk phone, PC client, and mobile handset all registered with the same public identity. 

In the example depicted below, assume that IMS UE of user B has multiple contact addresses registered with a single public user identity B. In other words, both B1 and B2 obtain a secret key corresponding to a public identity B. In this case, if IMS UE of user A wants to contact the IMS UE of user B, the request will be delivered to both B1 and B2. Assuming that B2 responds to a call, B2 first decrypts the message received using secret key associated with the identity B. B2 then chooses random y and sends to A a message including yP and its identity B2 encrypted using A’s public identity. Upon receiving this message user A decrypts it, realizes that it is communicating to user B2, and sends a response conformation message including received yP encrypted using B2’s public identity. 

Observe that B1 is able to decrypt the message received from user A encrypted using B’s public identity, therefore is able to obtain xP. However, it is not able to decrypt the message sent from B2 as it is encrypted using A’s identity. Thus, user B1 is not able to obtain yP. Also note that even if B1 was able to obtain yP, it would still not be able to compute xyP.

In the figure below, (M)_X denotes that the message M is encrypted using the identity of X. 
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Figure 2: Key Forking

7.6.2.3
Redirection 

In this section, session redirection is discussed for the case of MIKEY-IBAKE. Session redirection is a scenario in which a functional element decides to redirect the call to a different destination. This decision to redirect a session may be made for different reasons by a number of different functional elements, and at different points in the establishment of the session.
Session redirection enables the typical services of "Session Forward Unconditional", "Session Forward Busy", "Session Forward Variable", "Selective Session Forwarding", and "Session Forward No Answer".
There are two basic scenarios of session redirection. In scenario one, a functional element (e.g., S-CSCF) decides to redirect the session using SIP REDIRECT method. In other words, the functional element passes the new destination information to the originator. As a result the originator initiates a new session to the redirected destination provided by the functional element. For the case of MIKEY-IBAKE this means that the originator will initiate a new session with the identity of the redirected destination. 

In the second scenario, a functional element decides to redirect the session without informing the originator. A common scenario is one in which the S‑CSCF of the destination user determines that the session is to be redirected. The user profile information obtained from the HSS by the 'Cx-pull' during registration may contain complex logic and triggers causing session redirection.

In the example depicted in the figure below, without loss of generality it is assumed that the user B set up session forwarding to the user C. In this case, user B includes in its user profile its secret key SK_B encrypted using C’s identity. Therefore, once the S-CSCF receives the message from user A and decides that the message needs to be redirected, it includes B’s encrypted key in the message redirected to the user C. Upon receiving the message, the user C encrypts the secret key, and in turn, the message from A. User C then chooses random y and sends to A a message including yP and its identity C encrypted using A’s public identity. Upon receiving this message user A decrypts it, realizes that it is communicating to user C, and sends a response conformation message including received yP encrypted using C’s public identity.

In the figure below, (M)_X denotes that the message M is encrypted using the identity of X. 
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Figure 3: Session Redirection

7.6.2.4 Deferred Delivery

In this section, deferred delivery is discussed for the case of MIKEY-IBAKE. Deferred delivery is type of service such that the session content cannot be delivered to the destination at the time that it is being sent (e.g., the destination user is not currently online). Nevertheless, the sender expects the network to deliver the message as soon as the recipient becomes available. A typical example of deferred delivery is voicemail. 

Below, the basic scenario of deferred delivery for the case of MIKEY-IBAKE is presented. In the scenario (Figure XX) presented, user A and B’s mailbox perform mutual authentication before they agree on the key to be used for decrypting the content of the massage intended for deferred delivery.
In the scenario depicted in Figure XX, it is assumed that the user A is trying to reach the user B, who is currently not available, therefore the call if forwarded to the B’s ‘voicemail’ (more generally deferred delivery server). Following the MIKEY-IBAKE protocol, the message received in step 2 by the B’s mailbox be encrypted using B’s identity, therefore B’s mailbox will not be able to decrypt it. B’s mailbox chooses random y and computes yP and send its identity and yP IBE-encrypted to the user A. The user A recognizes that the B did not receive the massage and that the actual recipient was not able to decrypt the message sent in step one by the lack of its identity and xP in message 4. Therefore, the user send a new message containing A’s identity, B’s mailbox identity, xP and yP all IBE-encrypted using B’s mailbox identity. The user A also chooses a random a and includes its identity and aP encrypted using B’s public key. Upon reception of this massage, the B’s mailbox accepts aP as the  session key for the message intended for B and returns A’s identity and xP to the user A to complete the authentication. Subsequently, when B is online and checks ‘voicemail’ (checks with the deferred delivery server), B can obtain the encrypted value of aP from the mailbox server. Note that, B may have to authenticate with the mailbox to obtain the key – this could be based on existing authentication mechanisms already in place.  
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Figure 4: Deferred Delivery

7.6.2.5
Group and Conference Calls

In this section key management scheme based on MIKEY-IBAKE is discussed. To satisfy requirement 19 specified in clause 5.5.3, the assumption is that the server relaying multiparty communication (e.g. a conference bridge) does not know the group key, while all the users have access to the same  group key.

In the figure depicted below, it is assumed that there is a conference server (AS/MRFC) that invites users to the conference call. This could be a result of for example previously received REFER request from another user. An alternative approach would be to delegate this function to one of the users (e.g., conference chair). Although this alternative is not shown below the approach would be similar and the computation of the group key would be the same. 

In the description below, all messages are IBE encrypted (e.g., if a user Y is sending a message M to a user X, then the massage M is encrypted using X’s identity) using the appropriate identity. In the figure this is denoted as (M)_X meaning the message M is IBE encrypted using the identity of X. In the first set of exchanges with the conference server users A1, A2, and A3 choose random a1, a2, and a3 respectively and each user Ai sends wi = aiP to the conference server. In the second set of exchanges the conference server sends all aiP’s to every user, while each user sends zi = ai(ai+1P – ai-1P). In the finial exchange, the conference server sends all zi’s to each user. Upon this, all conference participants are able to compute the group key as follows:

Ki = 3aiwi-1 + 2zi + zi+1.

Note that K1=K2=K3. Also note, while users A1, A2, and A3 are able to generate the group key, conference server is not since while it knows the zi’s and wi’s, only individual users know their randomly chosen ai. 
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Figure 5: Group and Conference Calls

For simplicity reasons, above discussion focuses on 3 conference call participants. However, the above procedures can be generalized to n participants. In case of n participants, the group key is generated as

Ki = nai wi-1 + (n-1)zi + (n-2)zi+1 + …+ zi-2,

where wi and zi are as defined above. 
Adding and deleting users

One of the important features of the protocol is that, the group key changes every time a new user is admitted or an existing user exits the call. This ensures that new users don’t learn the group key before they were added to the call, and users who leave the call prematurely do not gain access to the conversations after the call. 

Observe that, when a new user is added, and there are N users in the system already, then there will be a total of N+1 users in the system. When these users are placed in a circle, then the user next to the N-th user is now the (N+1)th user (and not the 1st user, which was the case prior to admitting the N+1th user). The protocol to admit a new user works as follows:

· The new user authenticates with the conference server using IBAKE, similar to every user. This allows the user to be admitted (and authorized to the call), and the new user is guaranteed of joining the correct conference (via authentication of the conference server).

· Let zN+1= aN+1P be the value chosen by the new user during authentication. 

· The conference server then sends the set {zi} for all i=1 to N+1 to all users, either broadcast or uni-cast. This allows all users to learn of the new user, and determine their new neighbors. Observe that the neighbor list changes only for users 1, N, and N+1.

· Users 1, N, and N+1 then compute their corresponding value of w, and send it back to the conference server (individually).

· The server then sends an updated list of {wi} to all users.

· All participants then re-compute the group key using the same relation as earlier, except N is replaced by N+1 and the new values of zi and wi.

When a user exits the conference call, then no new authentication procedures have to be executed, but the group key changes. . The procedure works as follows:

· The conference server learns about the user exiting the conference call.

· Subsequently, the conference server informs everybody of this event and information pertaining to which user (not just identity, but also includes the order) exited the call. In order to simplify matters, the conference server may re-send the new list {zi}

· This allows all users to re-discover their neighbors, and recompute wi if necessary.

· All those participants remaining in the call, for whom wi changed, will inform the conference server their new value.

· The conference server then sends the updated list {wi}

· All participants then re-compute the group key using the same relation as earlier, except N is replaced by N-1 and the new values of wi are used.
7.6.3 Compliance of MIKEY-IBAKE with requirements
7.6.4 Clause 5 identifies 3GPP requirements and relevant IETF requirements for IMS media plane security. In this clause the proposed solution is evaluated against the identified requirements. 
7.6.3.1
Compliance of IBAKE with 3GPP requirements
This clause discusses the 3GPP requirements. It is structured in the same way as clause 5.
7.6.3.1.1 
Lawful Intercept 
The MIKEY-IBAKE solution allows compliance with LI requirements in both the home network and visited network. As described in clause 7.2.6.1 for the case of signalling traffic routed via the home network the LI system must have access to standard user services from a KMS. For roaming scenarios, while encrypted SIP signalling and content will always be available, in order to intercept SIP signalling and decrypt the content of communication there has to be an interoperation agreement between the visited network and the entity handling KMS. 
7.6.3.1.2
Security requirements
In the following discussion of the compliance with the security requirements, it is assumed that user plane traffic is properly secured based on the keys established using MIKEY-IBAKE.

MIKEY-IBAKE protocol encrypts the exchanged key components, therefore independent of any SIP signalling protection assumptions MIKEY-IBAKE provides security on its own. Key information is also protected while stored or handled in SIP proxies. 
The protocol framework inherently supports mutual authentication of entities involved in the key exchange, therefore requirement 7 specified in clause 5.4 is satisfied. 
The KMS itself may be a target for attacks. It should be protected in the same way a BSF in a GAA/GBA deployment would be.
7.6.3.1.3 
Rrequirements related to SIP based call features
Concerning forking/retargeting and support of early media, clause 5 doesn’t state 3GPP specific requirements – only the IETF requirements apply. Conformance to IETF requirements is discussed below. 
MIKEY-IBAKE solution supports secure multiparty communications where the server relaying multiparty communication (e.g. a conference bridge) does not know the group key as specified in condition 19. 
7.6.3.1.4 
Architectural Requirements
MIKEY-IBAKE is designed such that it supports e2e security as well as e2m and e2ae security. Therefore, MIKEY-IBAKE is able to support requirements 21-23 as well as requirement 31.  
The requirement to support media recording is supported by MIKEY-IBAKE independent of if the recording is of plaintext media or if it should be protected. 
MIKEY-IBAKE is standalone key management protocol and as such can be implemented in non-IMS UEs. However, practical usefulness of such implementation is limited.  

As for the impact on existing network entities as discussed in requirement 28, MIKEY-IBAKE requires new functionality performed by KMS. KMS may be deployed in already existing network equipment which would obviously have an impact on that particular network entity. At the same time this would reduce OPEX and CAPEX as compared to implementing a KSM as a stand alone entity. Network nodes that need to control media protection functionality in e2m scenarios would also be impacted. 
7.6.3.1.5 
Scalability, cost and performance 
Similar to TBS with a KMS, MIKEY-IBAKE will require a KMS supporting its users. Its size/performance grows proportional to the number of users. However, there is no technical challenge to implement a KMS supporting all IMS users of an operator as can be seen from specifications and implementations of other nodes in cellular and IMS systems. As stated earlier, MIKEY-IBAKE does not require online KMSs which dramatically reduces the complexity of network support required.
7.6.3.1.6 
Rrequirements regarding the access network type 
MIKEY-IBAKE complies with requirements regarding the access network type requirements, in the following way:
· it is access network independent;

· It works independently of any of the different authentication methods defined for IMS.

As stated previously, MIKEY-IBAKE requires new functionality performed by KMS.
7.6.3.1.7 
Backward compatibility and migration 
Similar to TBS and SDES solutions, MIKEY-IBAKE complies with backward compatibility and migration requirements. In particular, keys and other parameters can be negotiated individually for each call, and downgrading attacks cannot be performed if secure SIP signalling is assumed. 
 7.6.3.1.8 
Other requirements 
MIKEY-IBAKE is standalone key management protocol and as such can also be used for exchanging keys for other media plane security protocols.
MIKEY-IBAKE provides means for a party to get assurance about the identity of any other party in the session when the party joins a point-to-point session, therefore satisfying requirement 48.
As described above MIKEY-IBAKE solution supports deferred delivery of media. 
7.6.3.2
Compliance of IBAKE with IETF requirements
In this clause relevant IETF requirements are discussed.

7.6.3.2.1 
Security Requirements 
MIKEY-IBAKE satisfies  following security requirements specified in RFC 5479 [2]:
R-PFS: The media security key management protocol MUST be able to support perfect forward secrecy.

R-COMPUTE: The media security key management protocol MUST support offering additional SRTP cipher suites without incurring significant computational expense.
R-DOS: The media security key management protocol MUST NOT introduce any new significant denial-of-service vulnerabilities (e.g., the protocol should not request the endpoint to perform CPU-intensive operations without the client being able to validate or authorize the request).

R-AGILITY: The media security key management protocol MUST provide crypto- agility, i.e., the ability to adapt to evolving cryptography and security requirements (update of cryptographic algorithms without substantial disruption to deployed implementations).

R-DOWNGRADE: The media security key management protocol MUST protect cipher suite negotiation against downgrading attacks.

R-PASS-MEDIA: The media security key management protocol MUST have a mode that prevents a passive adversary with access to the media path from gaining access to keying material used to protect SRTP media packets.

R-PASS-SIG: The media security key management protocol MUST have a mode in which it prevents a passive adversary with access to the signaling path from gaining access to keying material used to protect SRTP media packets.

R-SIG-MEDIA: The media security key management protocol MUST have a mode in which it defends itself from an attacker that is solely on the media path and from an attacker that is solely on the signaling path.  A successful attack                  refers to the ability for the adversary to obtain keying material to decrypt the SRTP encrypted media traffic.

R-ID-BINDING: The media security key management protocol MUST enable the media security keys to be cryptographically bound to an identity of the endpoint.

R-ACT-ACT: The media security key management protocol MUST support a mode of operation that provides active-signaling-active-media-detect robustness, and MAY support modes of operation that provide lower levels of robustness.
As previously stated MIKEY-IBAKE relies on KMS to provide privet keys and as such violates the following requirement:
R-CERTS: The key management protocol MUST NOT require that end-users obtain credentials (certificates or private keys) from a third- party trust anchor.
7.6.3.2.2 
Forking/Retargeting  
IETF-requirements state as follows [2]:
R-FORK-RETARGET:  The media security key management protocol MUST securely support forking and retargeting when all endpoints are willing to use SRTP without causing the call setup to fail.  This requirement means the endpoints that did not answer the call MUST NOT learn the SRTP keys (in either direction) used by the answering endpoint.

R-DISTINCT:
The media security key management protocol MUST be capable of creating distinct, independent cryptographic contexts for each endpoint in a forked session.

Section 7.6.2.2 and 7.6.2.3 describe how forking and retargeting is done for the case of MIKEY-IBAKE. As described in these sections the endpoints that did not answer the call will not learn the session key (i.e., SRTP key) used by the answering endpoint. Section Section 7.6.2.2 also describes how distinct, independent cryptographic contexts for each endpoint in a forked session is created.
7.6.3.2.3 
Early Media  
Similar to SDES and TBS with KMS, MIKEY-IBAKE allows decryption only after successful transmission of the SDP answer, so encrypted media would be clipped before that. However, 3GPP generally assumes SBCs in the media path that block media before the delivery of the SDP answer. 
**********************END OF 1. CHANGE***************************

**********************START OF 2. CHANGE***************************
Annex B (informative):
Identity Based Encryption 
Identity Based Encryption protocol [FIXME] is an asymmetric cryptographic encryption protocol that allows participants to use an ‘identity’ (example: email-id, or domain name) as the public key. As such, the IBE protocol eliminates the need for large scale public key infrastructure which is often associated with public key encryption methods such as RSA. Boneh and Franklin’s approach to the problem uses bilinear maps on an elliptic curve over a finite field, and relies on the bilinear decisional Diffie-Hellman problem. 

The protocol involves the following mathematical tools and parameters:

· Let E be an elliptic curve over a finite field F, and let P be a point of large prime order.

· Let e: E x E -( G be a bi-linear map on E. Typical example is the Weil pairing, and hence G will be the group of n-th roots of unity where n is a function of the number of points on E over F.

· Let s be a non-zero positive integer, be a secret stored in a KMS. This is a system-wide secret and not revealed outside the KMS.

· Let Ppub = sP be the public key of the system that is known to all participants. Recall sP denotes a point in E, since E is a group.

· Let H1 be a known hash function that takes a string and assigns it to a point on the elliptic curve, i.e., H1(A) = QA on E, where A is usually the identity, and is also the public key of A.

· Let dA = sQA be the private key computed by the KMS and delivered only to A.

· Let H2 be a known hash function that takes an element of G and assigns it to a string.

Let m be a message that has to be encrypted and sent to A. The encryption function described by Boneh-Franklin is as follows:

· Let gA = e(QA, Ppub), and let r be a random number.

· EncryptionA(m) = (rP, m xor H2(gAr)); in other words the encryption output of m has two coordinates u and v where u=rP and v= m xor H2(gAr)

In order to decrypt (u,v), A recovers m using the following formula:

· m=v xor H2(e(dA,u)).

The proof of the formula is a straight forward exercise in bilinear maps, and the fact A has the secret dA (private key known only to A but not other participants). Also observe that the KMS, which computed dA in the first place, can also decrypt the message resulting in the KMS being a de-facto key escrow server. 

**********************END OF CHANGES***************************
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