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                  Scalability issues of per-PDP conditioning at the GGSN

1 Introduction

This document tries to discuss and bring out the scalability issues related with per-PDP conditioning at the GGSN in the current UMTS architecture.

2 History : From Integrated Services to Diffserv

With respect to guaranteeing Quality of Service, the Integrated Services approach which requires classical RSVP in every router did not succeed well because of scalability issues. The routers in the core could not deal with millions of flows and states and also deal with performance. The resource requirements for running classical RSVP increases proportionally with the number of separate sessions. 

The scalability problem of Integrated Services lead to providers deploying diffserv networks. The entire idea of diffserv is to provide simple methods to build a scalable architecture.
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Figure 1 Diffserv Cloud

Shown in the above figure is an example of a diffserv cloud. All nodes that are leaves support per-flow based conditioning in combination with some admission control. As we move from the leaves to the core, the nodes support some form of aggregate conditioning. The combination of the two enables a scalable architecture. An addition of a leaf node does not have to result in an addition of flow classification and policing at the core nodes. 

3 The UMTS perspective
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Figure 2  The UMTS network picture

Shown above is the UMTS network diagram with several RNC’s and SGSN’s. There could be several IP clouds between the RNC and the SGSN. The same is true of the network between the GGSN and the SGSN. 

Given that the 3G wireless market is expected to grow, the number of PDP contexts served by the GGSN could soon be in the order of millions.

Adding per-PDP context policing at the GGSN has several drawbacks:

i) Policing at PDP context basis on the GGSN has drastic impact on the performance of GGSN. The number of flow policers and conditioners makes the problem similar to the classical integrated services approach discussed earlier

ii) Each time a leaf node (RNC) is added to the tree, the GGSN may require to be scaled to accommodate the additional policers.

iii) In future, if throughput becomes a criteria, hardware based solutions of this magnitude will make the solution extremely costly to deploy.

4 The scalable approach with UMTS packet core
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Figure 3 Scalable UMTS cloud

The RNC, SGSN and the GGSN are all boundary nodes to the connecting IP clouds. In accordance with diffserv principles, all the three should behave as complete Diffserv Edge devices. Looking at the tree in the above figure, the policing functionality related to each PDP context should move towards the leaf nodes. The aggregate Diffserv class-based functionality should be done as we move away from the leaf nodes. 

This is possible in the UMTS architecture since each of the edge nodes, the RNC, SGSN and the GGSN has the negotiated QoS information corresponding to each PDP context.

The airlink is the most costly resource and hence should be policed closest to the slowest link. The RNC can do a per-PDP context policing, the SGSN and the GGSN can do aggregate class based policing. This scheme is actually coupled with admission control to ensure that the aggregate traffic for certain classes is bounded, e.g conversational voice in EF class traffic.

5 Bandwidth consumption attack concerns with the respect to aggregated traffic conditioning

There are some concerns with respect to bandwidth consumption attacks using aggregated traffic conditioning. This section hopes to clarify this.

S2-010860 raises the following concerns with regards to doing aggregate class policing on the GGSN. 

· Aggregate conditioning has little impact on the bandwidth consumption denial of service attack since the only response is to restrict the bandwidth of all PDP contexts using the class. Furthermore, the attacker can always alter the class of service under attack.

· A single flow that is perpetrating (or is a victim of) the bandwidth consumption attack affects all flows within the same traffic class

Typically, the GGSN is connected to an Internet Diffserv Core. The nodes in the Diffserv Core are aware of only the diffserv aggregates and will be policing based on the aggregate. Per-PDP context based conditioning at the GGSN alone does not achieve much success with bandwidth consumption denial of service attack because the exceeding traffic may have been already dropped prior to the GGSN. 

It is important to understand the elements that create a scalable architecture using Diffserv : classifiers, policers, markers and droppers. Aggregate class based conditioning on a Per-Hop Behaviour (PHB) is performed using a combination of all four elements. A Per-Hop Behaviour typically consists of one or more DSCP’s (AF class) and a classifier is used to identify these. The aggregate policer associated with a marker is applied at the ingress to mark the packets exceeding the QoS profile with a higher drop precedence. The dropper is usually a random discard scheme that operates on the PHB queue, and hence is fair to the individual flows or PDP contexts comprising the PHB. While this methodology works on a coarse granularity (compared to functioning at each flow), combined with per PDP context admission control it presents a very scalable way of creating a large network. For example the EF class is usually subject to admission control at the edges so as not to oversubscribe the class. The costliest resource in the UMTS network is the air resource. By applying individual PDP context policers at the RNC, it is ensured that a single PDP context belonging to a user does not overrun other PDP contexts to other users. 

6 Conclusion

In order to create a scalable UMTS architecture, it is proposed to not mandate per-PDP context policing on the GGSN. It should be possible to create a scalable network by policing per-PDP contexts at the RNC, and the traffic class aggregates at the SGSN and the GGSN. 
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